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#### Abstract

High-dosage tutoring is an effective way to improve student learning (Nickow et al., 2024; Guryan et al., 2023). Finding ways to deliver high-dosage tutoring at large scale remains a challenge. Two primary challenges to scaling are cost and staffing. One possible solution is to reduce costs by substituting some tutor time with computerassisted learning (CAL) technology. The question is: Does doing so compromise effectiveness? This paper provides evidence from a randomized controlled trial (RCT) of over 4,000 students in two large school districts in 2018-19 and 2019-20. The RCT tested the effectiveness of an in-school math tutoring program where students worked in groups of four, with two students working with an in-person tutor while the other two worked on CAL, alternating every other day. The tutoring model had per-pupil costs approximately 30 percent lower than the 2- to-1 tutoring model studied in Guryan et al. (2023). The researchers find gains in students' math standardized test scores of 0.23 standard deviations for participating students, which are almost as large as the effect sizes of the 2-to-1 tutoring model reported in Guryan et al. (2023). These findings suggest strategic use of technology may be a way to increase the scalability of HDT.


## 1 Introduction

Improving student learning in America is not so much a problem of pedagogy as a problem of scale. For example, we have evidence that it is possible to realize large gains on student test scores in some charter schools (Angrist et al., 2012; Fryer, 2012; Angrist et al. 2013). But it has not borne out that practices used by these schools - including high dosage tutoring- can be scaled and retain their efficacy. As Cullen et al. (2013) argue, "we are skeptical that these achievements can be generalized on a large scale. More likely, attempts to do so would be extremely costly and largely ineffective." Much of the social science literature focuses on similar examples where success is found in pockets but is not broadly replicable.

In this paper we consider whether the development of educational technology and highquality computer assisted learning (CAL) platforms might change this scale-up calculus. We focus on the strategic incorporation of technology into high dosage tutoring (HDT), a specific pedagogical strategy that the U.S. Secretary of Education has encouraged school districts to implement as part of efforts to overcome pandemic-induced learning loss. Tutoring delivered in small groups during the school day at substantial dosage with a structured curriculum can substantially improve student learning 1) by maximizing time on task relative to regular classroom instruction and 2) by addressing the problem of 'academic mismatch'- the idea that what the classroom teacher teaches may be above the level of what students who are behind grade level need (Nickow et al., 2024, Davis et al., 2017). As Bloom (1984) noted, small-group tutoring represents the "best learning conditions we can devise." While shown to be effective and cost-effective, this approach is largely cost-prohibitive from the perspective of the public sector. A key challenge to
scaling, therefore, is cost.
One important advance in solving this scale-up challenge comes from an insight by the non-profit Saga Education: that small-group tutoring and classroom teaching are fundamentally different tasks. Teachers consistently say the two hardest parts of teaching are classroom management and individualizing instruction ${ }^{1}$ For that reason, school districts commonly require substantial prior pedagogical training for classroom teachers. Even still, the steep gains in teacher effectiveness in their first few years of teaching suggest substantial additional on-the-job learning (Rockoff, 2004; Clotfelter et al., 2010; Henry et al., 2011). The hypothesis underlying tutoring is that if class size shrinks enough, the nature of teaching qualitatively changes. As the task of delivering instruction is simplified, people without much prior pedagogical training can be effective tutors much more quickly, which allows schools to deploy new staffing models, such as hiring recent college graduates or mid-career switchers to tutor for a year for a modest stipend as a public service. Two large-scale randomized controlled trials (RCTs) from Chicago confirm this hypothesis: For a cost of about $\$ 3,500$ per student per year, 2-to-1 tutoring for an hour a day, every day, showed double or triple the amount of math high school students learn per year(Guryan et al., 2023). Yet even with this innovative school staffing model, cost and the labor shortages we see on the heels of the pandemic both remain key barriers to scaling high dosage tutoring to every student who would benefit from it. ${ }^{2}$

[^0]The present paper tests a second scale-up insight by Saga Education: That strategic use of technology might reduce cost and labor requirements without compromising effectiveness. High quality computer assisted learning (CAL) programs, like tutors, have the potential to both maximize time-on-task and individualize instruction to overcome academic mismatch (Escueta et al., 2017; Heffernan and Heffernan, 2014). What tutoring can do that CAL cannot is provide human connection. This human connection between the tutor and the student might help to sustain student engagement and motivation. It follows that the absence of a human connection may be one reason why there seems to be diminishing marginal returns to student time spent on CAL (Bettinger et al., 2023). During the COVID-19 pandemic, for example, it was made apparent that relying exclusively on technology as a mode of instruction can lead to student disengagement (Limone and Toto, 2021; Dorn et al., 2020; Akpinar et al., 2021; Drane et al., 2021; Huffman, 2020). Saga Education's insight is that diminishing marginal returns to time on CAL implies that not only is there a flat part of the social-returns curve, but a steep part as well. $\sqrt[3]{3}$

In this paper we present the results of a large-scale RCT that tests the effects of a 4-to-1 tutoring model in which four 9th grade students sit at a table with one in-person tutor and the students alternate days working either with the tutor in student pairs or working on CAL for the entirety of a class period (50 minutes). By way of comparison the tutoring model studied by Guryan et al. (2023) had students spend one 50 -minute class period per day with a tutor at a 2 -to- 1 ratio every day. Saga delivered the 4 -to- 1 tutoring model (what we call the 'Saga Technology' model in what follows) as part of two large-scale program, as part of an initiative it called the Chicago Tutor Corps. Despite this large investment, at a cost of thirty five hundred dollars per student the district would be able to serve less than ten percent of its total enrollment.
${ }^{3}$ See also Guryan et al. (2023); Nickow et al. (2020); Ritter et al. (2007); Escueta et al. (2017).
randomized controlled trials (RCTs) during the 2018-19 and 2019-20 school years in three public high schools in Chicago and another four high schools in New York City. Given the unexpected disruptions of the global COVID-19 pandemic that started in early 2020, we focus here primarily on the results from the 2018-19 academic year (AY2018-19).

Our pre-specified primary outcome is end-of-year standardized math achievement test scores. We also report estimated effects on other academic outcomes (e.g. GPA, course failures, and attendance). And, we assess the persistence of learning impacts by measuring treatment effects during the subsequent school year, after the tutoring intervention had ended.

For the first cohort (AY2018-19), we estimate the Saga Technology tutoring model had intent-to-treat (ITT) effects on standardized math test scores of 0.19 standard deviations (SD) and treatment-on-the-treated (TOT) effects of 0.23 SD. This gain in students' math standardized test scores is equivalent to between three-quarters and one full year of additional learning over the course of the program year (Reardon, 2011; Bloom et al., 2008). Among studies of educational interventions for secondary-school students, impacts of this magnitude are not common.

Perhaps even more remarkable is that the TOT effects from alternating days on tutoring versus CAL, 0.23 SD , are almost as large as the TOT effect of every-day tutoring-also with 9th graders in Chicago, also delivered by Saga Education within the same Chicago Public Schools system-reported by Guryan et al. (2023). In other words, relative to every-day tutoring, incorporating technology reduces costs by $30 \%$, reduces the number of tutors required to serve a given number of students by $50 \%$, and yet has effects on student learning almost as large. The two estimates are statistically indistinguishable from
one another when using a simple pairwise $t$-test.
Some indication that tutoring does not boost test scores merely by 'teaching to the test' comes from signs of beneficial impacts on other learning outcomes. For example, in the first cohort (AY2018-19) we find that participating in tutoring caused a 0.24 point increase in math course GPA (a $13 \%$ increase relative to the control complier mean) and a $22 \%$ decrease in math course failures. We do not find any detectable effect on non-math subjects or behavioral outcomes such as attendance and school suspensions..$^{4}$

Some indication that these results are not a statistical fluke comes from signs that the first cohort (AY2018-19) results seem to largely replicate with the independent sample of students served in AY2019-20, at least for those outcomes we can consistently measure across cohorts despite the disruption of the COVID-19 pandemic in early 2020. Because the COVID-19 pandemic led both Chicago and New York to close schools, neither district administered end-of-year standardized tests. However, for both cohorts we are able to estimate effects on mid-year grades, which for the second cohort were issued before the school closures in March 2020. The mid-year effects are qualitatively similar for both cohorts in terms of both math GPA ( 0.20 versus 0.21 grade points for the TOT) and math course failures ( -0.07 versus -0.05 for the TOT).

We also look at whether effects for the first cohort persisted into the following school year, recognizing this follow-up year was disrupted by the pandemic. We find that participating in tutoring during AY2018-19 generates positive and significant effects on mid-year math GPA during the following school year of 0.15 grade points (TOT) and a

[^1]$20 \%$ reduction in first semester math course failures ${ }^{5}$
The disruptions in schooling and unprecedented declines in student learning caused by the COVID-19 pandemic make the results of this study especially noteworthy. According to the results of the 2022 National Assessment of Educational Progress (NAEP), average math scores of fourth and eighth-grade students registered the largest decline seen since initial assessments in 1990 (LaFave et al., 2022). Test score declines have been broadly based but are most pronounced for the most disadvantaged children. The U.S. Secretary of Education encouraged districts all around the country to prioritize federal pandemic relief funds for tutoring to help overcome pandemic learning loss. Even with this substantial increase in federal funding, school districts around the U.S. have not been able to provide high-dosage tutoring to help every student adversely affected by the pandemic (which is to say, almost every student). The results presented here are consistent with the idea that at current levels CAL can be substituted on the margin for some tutor time to substantially lower the marginal costs of expanding the benefits of tutoring.

## 2 Conceptual Framework

The hypothesis behind the technology-scaling proposal here is illustrated by Figure 1a The figure shows the relationship between student learning on the $y$-axis and student time spent on a computer assisted learning platform (CAL) on the x-axis. In the figure, $Q_{0}$ represents the baseline amount of time students spend on CAL in school, and $T$ represents

[^2]the increase in time spent on CAL as a result of the incorporation of technology into tutoring. Consistent with the findings in Bettinger et al. (2023) the relationship is assumed to be concave, i.e. to exhibit diminishing returns. The figure illustrates the possibility that at some point there are not just diminishing marginal positive returns, but even negative returns. Negative returns to time using CAL might occur if additional time on CAL crowds out time spent on more productive learning activities Angrist and Lavy, 2002; Malamud and Pop-Eleches, 2011) or if time spent on CAL actively discourages students from engaging in school. There is evidence of this type of disengagement from remote schooling during the COVID pandemic - student chronic absenteeism rose dramatically, and many parents opted for in-person private instruction instead of remote public instruction (García and Weiss, 2020; Dee, 2023, 2024).

Figure 1 1a shows the best-case scenario for incorporating CAL into tutoring: The baseline level of CAL use in schools $Q_{0}$ is in the range where additional time on CAL yields positive learning effects, and the incremental CAL time in the tutoring program keeps students in the range where returns remain positive. In this case, substitution of technology for tutoring time offers an opportunity to improve student learning at large scale, without compromising implementation fidelity (since software can operate identically over and over), at low (perhaps even zero) marginal cost.

But it is also possible that adding technology into tutoring might not help- and might even harm- learning. Figure 1b illustrates one reason why: Even if the baseline level of CAL use in a school $\left(Q_{0}\right)$ is in the range of positive returns, it is possible that infusion of CAL into tutoring adds too much time on the computer, so that marginal returns become negative and the level of learning at $Q_{0}+T$ is no higher, and possibly lower, than at $Q_{0}$.

Another possibility is that schools are already using so much technology as part of the student's regular school day that $Q_{0}$ already lies on the negative returns part of the schedule, so that even judicious use of CAL as part of tutoring winds up inadvertently reducing learning, as shown in Figure 1c. Finally, it could be that schools are using just a modest amount of technology in school at baseline and the tutoring program incorporates a modest amount of CAL time, but students have very limited tolerance for time on CALthat is, the relationship between time on CAL and student learning very quickly exhibits negative marginal returns, as shown in Figure 1d.

Our research design, discussed further below, essentially compares student learning at status quo school operations, including whatever baseline level of CAL schools use, $Q_{0}$, to a version of tutoring that incorporates time on CAL, $Q_{0}+T$. In principle one could trace out the relationship between time on CAL and student learning shown in Figures 1a, 1d with multiple treatment arms that randomized students to different levels of time on CAL. But given the single-treatment-arm design we have in the current project, the best we will be able to do is distinguish between whether we are in the scenario shown in Figure 1a or in one of the scenarios shown in Figures 1b, 1d, without being able to distinguish among them.

Finally, we recognize that different students might have different tolerances for CAL; that is, the shape of the relationship between CAL time and learning might be different for different students. If there is heterogeneity in this regard, our current study essentially estimates movement along the average of these schedules across students ${ }^{6}$

[^3]
## 3 The Intervention: Integrating Computer Assisted Learning with High-Dosage Tutoring

In this paper, we measure the effect of a tutoring model we refer to as Saga Technology. This tutoring model builds on the high-dosage tutoring model developed by Saga Education that was evaluated in Guryan et al. (2023). We briefly describe the traditional Saga high-dosage tutoring model, and then explain how the Saga Technology model selectively incorporates technology to increase scalability.

In the 2-to-1 model, 9th and 10th grade students attended a tutoring class, called "Math Lab," that was included in their regular schedule each day. During Math Lab, each tutor met with a pair of students (for a 2-to-1 student-to-tutor ratio) in a classroom that had approximately 10 tutors and 20 students. Students generally worked with the same tutor throughout the school year, and tutoring sessions took place every day, during the school day, throughout the school year. All students attended a regular math class alongside the tutoring sessions.

Tutoring sessions covered a mix of topics spanning from earlier grade-level material the student had not yet mastered up to grade-level material that was being covered in the student's regular math class. Each Saga tutoring session followed a similar structure: about five minutes of warm-up problems, 40 minutes of individualized tutoring, and a few minutes at the end of the period to review the day's topics. Frequent assessments were given to students and were used to tailor the math topics and levels to each student's current needs and knowledge. Tutors used a structured curriculum that was designed by Saga. Tutors were typically recent college graduates, and Saga screened for strong math
skills and strong interpersonal skills during the hiring process. 7
The Saga Technology tutoring model studied in this paper built on the structure of the traditional Saga tutoring model. In an effort to reduce the per-student cost, students met each day in groups of four with a tutor. On any given day, two of the students worked with the tutor in a manner that was similar to the daily sessions in the traditional Saga model, while the other two students worked on a CAL platform called ALEKS. The students alternated which days they spent working with the tutor versus working on the CAL platform. On alternate weeks each student would receive two days of tutoring and three days of CAL, or three days of tutoring and two days of CAL.

ALEKS is an educational technology platform that provides individualized instruction and adaptive questioning differentiated for each student's needs. The ALEKS CAL platform allows each student to work on math topics that are tailored to the students' assessed skill level and knowledge base. ALEKS uses artificial intelligence based on each student's performance to assign problems and to give hints as students attempt to solve problems. ALEKS was initially developed through a grant from the National Science Foundation (Canfield, 2001). A recent meta-analysis suggests that compared to regular classroom instruction, time on ALEKS boosts standardized test scores by 0.08 SD on average, comparable to what is seen from other online intelligent tutoring systems (Fang et al., 2019). Consistent with the idea that there might be diminishing marginal returns (or even negative returns) to time on CAL, the meta-analysis finds larger gains in studies where students spent relatively less time on ALEKS.

For the current study, Saga Education hired and trained a total of 72 tutors across

[^4]both study years. Tutors were supervised by a site director at each of the seven study schools across Chicago and NYC. During the study period, Saga Education also hired two special program directors to oversee the implementation of the educational technology component. Saga Education tutors again mirrored those recruited in the 2-to-1 modelrecent college graduates, strong math and interpersonal skills, and were willing to devote one year to public service $\square^{8}$

Tutors received teaching stipends, as well as benefits, during the nine-month academic year. Prior to the start of the school year, tutors received around 100 hours of training. During the school year, site directors observed tutors on a daily basis and provided regular feedback. Each tutor taught for six periods and had a caseload of approximately 24 students.

In both Chicago and New York City, the evaluations were structured as two-arm randomized studies, with some minor differences we describe below. In both cities randomization was at the student level, and the two arms of the study were: (1) a treatment group that was offered the chance to participate in the Saga Technology tutoring program; and (2) a control group that received status quo classes and services. Treatment group students who participated were enrolled in a course that was part of their daily schedules. The tutoring course typically took the place of an elective class such as foreign languages or study hall. In both cities, the research team received rosters from the individual study schools in the summer prior to the start of the academic year and then randomly assigned eligible students to one of the two conditions. Staff members at each school then used these random assignments to schedule students for the coming year. Note that, in New York

[^5]City, NYC DOE allowed principals discretion in whether they followed the provided lists for program assignments, though school leadership largely chose to follow the suggested assignments. ${ }^{9}$

More details on the randomization process in Chicago and New York City are provided below.

## 4 Data, Randomization, and Baseline Balance

### 4.1 Data

Most of the data for this study are drawn from student-level administrative records from the Chicago Public Schools (CPS) and the New York City Department of Education (NYC DOE). These sources include test scores and academic outcomes measured prior to randomization and post-treatment, as well as student demographics. We supplement these data sources with records of tutoring participation that were input by Saga tutors and site directors, and with a series of observations of a sample of tutoring sessions carried out by the research team. We also analyze data collected by ALEKS that allow us to document student usage of the CAL platform.

The primary pre-specified post-treatment outcomes are standardized math test scores from tests taken at the end of the school year. For Chicago, we use the PSAT math test, which was required for students at the end of 9th and 10th grades. For New York City, we use the New York State Regents Examination math tests, which are statewide examinations

[^6]given in core high school subjects, and are used in part to determine graduation eligibility. We also measure effects on standardized reading scores, mid-year and end-of-year course grades in math and non-math courses, the fraction of math and non-math courses failed, days absent from school, number of days suspended, and number of in-school disciplinary incidents.

We include baseline controls that are also drawn from the CPS and NYC DOE administrative records. These baseline controls include student demographic characteristics like age, race/ethnicity, English language learner status, diverse learner status, and free or reduced-price lunch eligibility, a commonly used measure of low family income. For baseline test scores in Chicago, we use math and reading scores from the NWEA MAP, a nationally normed test that is used in many school districts around the country and which is administered to CPS 3rd-8th graders. In New York City, we use math and English language arts (ELA) scores from New York State tests given to students in grades 3-8 each spring. ${ }^{10}$

### 4.2 Sample Selection and Randomization

Prior to the 2018-19 school year, the study team invited two schools in Chicago and four schools in NYC to participate in the study. Before the 2019-20 school year one additional school was added to the study in Chicago, bringing the total number of study schools to seven. Schools were selected with the goal of having a study sample with similar demographics and family income to the samples for previous studies of Saga tutoring, which included more than $90 \%$ students of color and more than $85 \%$ students who qualify

[^7]for free and reduced-price lunch.
Prior to randomization, we asked schools to share names of entering, first-time 9th grade students who had a high probability of fitting Saga into their schedules. Though the factors influencing whether students could fit tutoring into their schedule varied by school, students in specialized programs, such as International Baccalaureate (IB), were typically excluded. Some schools chose to exclude high-achieving students, or students who were already participating in another specialized program ${ }^{11}$

In an effort to focus the study on students who were most likely to participate and benefit, we collaborated with Saga Education, CPS, and NYC DOE to set eligibility criteria for the tutoring program. The resulting criteria excluded students who had failed $75 \%$ or more of their classes in the previous school year, missed more than $60 \%$ of their enrolled school days in the previous school year, and students who with significant disabilities that the tutoring program was not designed to support. $\stackrel{1}{4}^{12}$

Once the study sample was identified using the eligibility criteria above, we stratified eligible students by school and gender, and randomized 9th-grade students to treatment or control within those strata.${ }^{13}$ The number of students offered the chance to participate was approximately 15 percent more than the number of tutoring spots in the school. In cases where take-up was low enough that some tutoring spots remained unfilled, or in cases where students dropped out of the program and spots opened up, we conducted additional

[^8]rounds of randomization to fill the remaining spots. These additional randomization rounds did not include students who were in the original randomization round. Instead, we received enrollment rosters from schools that were updated after the beginning of the school year. Students who were on the updated rosters but not on the rosters used for the original round of randomization were included in these subsequent randomization rounds. The number of randomization rounds in a school ranged from one to five. In the ITT and TOT analyses, we include randomization blocks, which are school-by-gender-byrandomization round indicator variables.

In cohort 1 (AY2018-19) we randomized 2,005 students across six study schools in CPS and NYC DOE to either a treatment group that was offered Saga Technology tutoring, or to a control group that received status quo school classes and services. In cohort 2 (AY2019-20), we randomized an additional 1,841 students to treatment and control, for a total study sample of 3,906 students across the seven CPS and NYC DOE study schools.

Six of the seven study schools used a list-wise randomization procedure, in which individual students were assigned a randomly generated number and then ordered in ascending order in accordance with that random number. To account for incomplete take-up and ensure no program slots were left empty, the research team set a number of treatment slots to offer in each school that was $15 \%$ greater than the number of program slots available in the school. The research team then moved down the randomly ordered list in each school and provided that many names to schools. This random assignment occurred before students were programmed into classes by the school. ${ }^{14}$

[^9]NYC DOE allowed principals discretion in whether to follow the provided lists for program assignment. In practice, principals in general followed the suggested program assignments. The student assignment process was therefore designed to mimic a randomized experiment while still adhering to NYC DOE's preference to maintain some degree of principal discretion.

### 4.3 Baseline Characteristics

Table 1 presents sample sizes, randomization rates, and take-up rates by cohort. We define take-up, or participation, as a student having attended at least one tutoring session. In cohorts 1 and 2, respectively, the take-up rate was $79 \%$ and $75 \%$ among students randomized into treatment. There was minimal control cross-over - i.e., students assigned to the control group who participated in at least 1 tutoring session $(0.1 \%$ and $6.7 \%$ for cohorts 1 and 2, respectively).

Tables 2 and 3 present baseline characteristics and baseline balance tests for cohorts 1 and 2 . On average, the baseline characteristics of the students in cohort 1 and 2 were fairly similar. Approximately 91 percent of students in cohort 1 and 88 percent of students in cohort 2 were eligible for free or reduced-price lunch, a measure of low family income. In cohort 1, approximately 24 percent of students were Black and 57 percent were Latinx; in cohort 2, approximately 33 percent were Black and 50 percent were Latinx. The year before the study, students in both cohorts had been absent approximately 15 days on average. Cohort 1 students had GPAs from the prior year of about $\mathrm{C}+\mathrm{in}$ both their math and core non-math classes. Cohort 2 students had slightly lower math grades in the year from each elective period into either the Saga Technology tutoring program (treatment), or the status quo elective course (control).
prior to randomization - equivalent to about a C on average - but similar $\mathrm{C}+$ average grades in non-math classes.

Tables 2 and 3 also present baseline balance tests. To test for baseline balance, we ran a regression of an indicator for random assignment to the treatment group on the baseline control variables and randomization block fixed effects. We then ran an F-test of the null hypothesis that the coefficients on all of the baseline control variables, excluding the randomization block fixed effects, were zero. The F-test rejects the null of baseline balance in both years, suggesting there were some differences in average characteristics at baseline. For cohort 1, the F-statistic is 2.179 and the p-value is 0.004 , and for cohort 2, the F-statistic is 1.714 and the p -value is 0.038 . Tables 2 and 3 also show the pairwise treatment-control comparisons for each baseline variable, which allow us to assess which baseline variables appear imbalanced and the magnitude of the differences. In cohort 1 , the treatment group had a higher percentage of Black students ( 24.4 versus 23.3 percent), more days of suspensions ( 0.51 versus 0.24 days), and fewer failing grades ( 5.2 versus 7.2 percent in math courses and 4.4 versus 5.4 percent in non-math courses). In cohort 2 , the treatment group had a higher percentage of Black students ( 35.2 versus 30.8 percent), and more days of suspensions ( 0.62 versus 0.27 days).

We address potential concerns related to this baseline imbalance in two ways. First, we present treatment effects both with and without baseline controls. The estimates with baseline controls address any bias that would result from differences in observables at baseline.

Second, we assess whether the differences in baseline observables were large in magnitude, separate from statistical significance. Since we can control for observable
baseline variables, the real concern is whether unobservables are imbalanced. However, a common assumption is that unobservables are positively correlated with observables (see e.g. Murphy and Topel (1990), Altonji et al. (2005), Oster (2019)). It is thus reassuring that some of the baseline differences in observables would predict lower treatment test scores (more days of suspensions) and some would predict higher treatment test scores (fewer failing math grades).

To assess whether the baseline imbalances on net went in the direction of positive or negative bias, we created a weighted average of the baseline variables where the weights were chosen based on their correlation with the dependent variable. To do so we ran a regression of the primary outcome (standardized math test scores for cohort 1, midyear math GPA for cohort 2) on all the baseline variables and the randomization block fixed effects. We then used this regression to calculate predicted outcomes based on the baseline variables and the randomization blocks. To isolate treatment-control differences in the baseline controls from differences in which randomization block students were in, we then subtracted the randomization block fixed effect from the predicted values. This left a weighted sum of the baseline controls, where the weights were drawn from the regression that predicts the math test score or mid-year GPA.

For cohort 1, we find that the treatment group's adjusted predicted test scores were lower than the control group's by 0.015 standard deviations. Thus, the baseline imbalance, while statistically significant, does not appear to be large in magnitude, and goes in the direction of predicting worse outcomes for the treatment group, which would suggest a negative bias of the estimated treatment effect. For cohort 2, we find that the average adjusted predicted mid-year GPAs of the treatment and control group were 2.161 and
2.158, a difference of only 0.003 grade points, on a scale where 1 point represents the difference between an A and a B, or a B and a C. Thus, it appears that while there were statistically significant differences in baseline characteristics, the differences were small in magnitude as measured by their likely influence on post-treatment outcomes.

We also assess whether there was balance in missingness of the main outcomes for both cohorts. We do not observe differential missingness, or attrition, in either cohort. These results are shown in Table 4. In cohort 1, standardized math test scores are missing for approximately 16 percent of students, though rates are equal across treatment and control groups. Because reading test scores are unavailable for all students in New York City, reading scores are missing at a significantly higher rate (63 and 67 percent for the control and treatment groups, respectively). Grade data is missing for approximately 7-8 percent of students in cohort 1 and for 11-13 percent of students in cohort 2. Attendance data is missing for 3-4 percent of students in cohort 1 and for 8 percent of students in cohort 2 . None of the differences between treatment and control missingness rates are statistically significant.

## 5 Analysis Plan

The study is designed as a randomized controlled trial (RCT), in which randomization was stratified in randomization blocks defined by school, gender, and "randomization round" (i.e., the timing of randomization). We estimate both intent-to-treat (ITT) and treatment-on-the-treated (TOT) impacts of the Saga Technology model.

Our primary model (Model 1) estimates the ITT effect using the following equation,

$$
\begin{equation*}
Y_{i}=\beta_{0}+\beta_{1} T_{i}+\beta_{2} X_{i}+\pi_{1} B_{i}+\varepsilon_{i} \tag{1}
\end{equation*}
$$

where $Y_{i}$ is the outcome of interest for student $i, T_{i}$ indicates whether student $i$ was offered the chance to participate in the tutoring program, $X$ is a set of baseline characteristics ${ }^{15}$ $B_{i}$ is a set of randomization block indicators, $\varepsilon$ is a random error term, and $\beta_{0}, \beta_{1}$, and $\beta_{2}$ are parameters to be estimated, and $\pi_{1}$ is a vector of the estimated coefficients on the randomization block fixed effects. The random assignment of $T$ within each block assures that under standard assumptions, Ordinary Least Squares (OLS) estimation yields an unbiased estimate of the ITT effect, $\beta_{1}$, or the effect of being offered participation in the Saga Technology tutoring program. Students assigned to treatment are offered the opportunity but are not required to participate in tutoring so the ITT may not measure the effect of participation.

To measure the effect of participation we use random assignment of $T$ as an instrument for participation in a two-stage least squares (2SLS) framework. If all of the tutoring participants were randomly selected to the treatment group (i.e., no control students participated in tutoring, or equivalently there was one-sided non-compliance), then under the identifying assumption that treatment assignment has no effect on outcomes of those assigned to treatment but who do not participate in tutoring, this method calculates the

[^10]effect of the treatment-on-the-treated (TOT), or the effect of participation for the group of students who choose to participate. We define participation as any student that received Saga Technology tutoring for at least one school day. This is a conservative definition of participation. Definitions based on higher thresholds of participation (e.g., having received at least one week of tutoring or having participated in at least one-quarter of tutoring sessions) would yield lower participation rates, and consequently higher TOT effects. The first stage equation is:
\[

$$
\begin{equation*}
D_{i}=\gamma_{0}+\gamma_{1} T_{i}+\gamma_{2} X_{i}+\pi_{2} B_{i}+\mu_{i} \tag{2}
\end{equation*}
$$

\]

where $D$ is an indicator for having participated in Saga tutoring for at least one day, the $\gamma^{\prime} s$ are parameters to be estimated, $\mu$ is a random error term, and all other variables are defined as above. We then use 2SLS, instrumenting for participation with the random assignment indicator, to estimate the following relationship of interest:

$$
\begin{equation*}
Y_{i}=\delta_{0}+\delta_{1} D_{i}+\delta_{2} X_{i}+\pi_{3} B_{i}+\vartheta_{i} \tag{3}
\end{equation*}
$$

and where $\delta_{1}$ is the TOT, the average effect of participating in tutoring among the participants.

We assess the robustness of our results by estimating the ITT and TOT effects in models that exclude covariate controls (which we refer to in the tables as Model 2), and by calculating effects for the subset of students for whom we have complete baseline covariates, i.e., excluding students for whom we have missing baseline covariates (referred to in the tables as Model 3 (with baseline controls) and Model 4 (without baseline
controls)).

## 6 Results

### 6.1 Main Results

Table 5 shows estimated effects of Saga Technology on math learning for cohort 1, as measured by end-of-year state-administered standardized test scores. The estimated ITT effect of being assigned to treatment on end-of-year math achievement tests is 0.19 SD , with a TOT effect of 0.23 SD. These effects are statistically significant and are similar in magnitude to TOT effects of 2-to-1 in-person Saga tutoring in Guryan et al. (2023), which reported estimated ITT effects of 0.12 SD and TOT effects of 0.28 . Given that existing literature suggests that students on average learn approximately 0.15-0.175 SD per year in high school (Reardon, 2011), these effect sizes are equivalent to an additional one to one-and-a-half years of additional math learning for treatment students ${ }^{16}$. These results suggest that the 4-to-1 hybrid model delivers a quantitatively similar treatment effect as the 2-to-1 every-day in-person tutoring model, despite having a per-pupil cost that is 30 percent lower (Guryan et al., 2023).

We also estimate an increase in math grades of 0.24 points, or one quarter of a letter grade, and a 22 percent reduction in math course failures ( 16.6 percent for the treatment group compared to the control complier mean of 21.2 percent), both of which are about half as large as the effects reported in Guryan et al. (2023). Given that the control group

[^11]mean is around 1.9 , the GPA effect translates into an improvement in math grades from about a C - to a $\mathrm{C} \cdot{ }^{17}$ These impacts on grades in addition to test scores corroborate evidence of math learning and suggest that tutors are not simply "teaching to the test" (Guryan et al., 2023).

Unlike in Guryan et al. (2023), we do not find significant effects on non-math outcomes such as standardized reading scores, non-math GPA, or proportion of non-math courses failed for cohort 1. Similar to Guryan et al. (2023), we also do not observe significant effects on absences or on behavioral outcomes such as out-of-school suspensions for cohort 1 (Table 5).

The COVID-induced school closures in March 2020 led to the cancellation of standardized testing that would have taken place at the end of the 2019-20 school year. We are therefore not able to estimate treatment effects of the Saga Technology tutoring model on standardized test scores for cohort 2 . We are, however, able to estimate effects on math and non-math GPA, course failures, and behavioral outcomes such as attendance and number of days suspended (out-of-school). These results for cohort 2 are consistent with findings for cohort 1 and are reported in Appendix Table A1. However, because the tutoring program was cut short in the middle of the 2019-20 school year, we focus instead on mid-year outcomes for cohort 2.

[^12]
### 6.1.1 Mid-Year Outcome Comparison Across Cohorts

The results for Cohort 2, served in AY2019-20, in principle could serve as a sort of 'out-ofsample' validation of the Cohort 1 (AY2018-19) results to ensure the main results are not false positives. In practice a perfect replication is complicated by the onset of the global COVID-19 pandemic that closed schools in March 2020.

Given that standardized test scores were not measured in cohort 2 (AY2019-20), we compare the mid-year outcomes on math GPA by cohort to see if we observe similar effects at a similar point in the school year, which would have been prior to the onset of pandemicinduced school closures in Cohort 2 (see Table 6). We find similar positive and significant effects for ITT and TOT across both cohorts for math GPA. For example, we find a TOT effect of 0.21 and 0.20 points on mid-year math grades for cohort 1 (AY2018-19) and cohort 2 (AY2019-20), respectively. For math course failures at mid-year, we find TOT effects of negative 4.5 percentage points and negative 7.1 percentage points for Cohorts 1 and 2, respectively. These effect sizes translate to $25 \%$ and $32 \%$ reductions in math course failures relative the control complier means.

We also find positive and significant effects on overall GPA when measured at middle of the year for both study years. The TOT estimates are 0.09 grade points for cohort 1 (AY2018-19) and 0.11 grade points for cohort 2 (AY2019-20). Whereas we do not find any significant effect of participation on overall course failures for cohort 1 , we do find a significant decrease of 17 percent in overall course failures for the treatment group in cohort 2 relative to the control complier mean. Consistent with the end-of-year program effects for cohort 1, we do not find evidence of spillover effects on non-math GPA, course failures or attendance for mid-year outcomes. The consistency of results at mid-year across
the two study years suggests that we may have seen similar program effects on end-of-year standardized test scores in the absence of the COVID-19 pandemic, though we can never know for certain.

### 6.2 Robustness Checks

Our preferred specification, as reported in section 5.1, include controls for baseline covariates, $X$. In this section, we report estimates that test the sensitivity of these estimates to the baseline imbalance reported in section 4.3 and to the specific way we impute baseline covariates when they are missing. In the main specification, tor observations with missing baseline covariates, we impute missing values with the control group mean and include indicators for missingness as additional control variables.

To test the sensitivity of our estimates to the baseline imbalance reported in section 4.3 and to the specific way we impute baseline covariates, we estimate the ITT and TOT effect under three alternative models as specified in the pre-analysis plan. In particular, we include all students but drop baseline controls (Model 2), restrict analysis to the subset of students for whom we observe all baseline covariates (while continuing to control for $X$ ) (Model 3), and include only the subset of students for whom we observe all baseline covariates and drop baseline covariates (Model 4).

Table A2 reports the results for these imputation robustness checks for end-of-year outcomes for cohort 1. As seen in Table A2, we find ITT effects on standardized test scores that range from $0.19-0.23 \mathrm{SD}$ and TOT effects that range from 0.23-0.28 SD. These effect sizes are similar to the ITT and TOT effect size of 0.19 and 0.23 SD we observed for standardized test scores under our main specification (See Table 5). As seen in Table A2,
effect sizes on other outcomes ${ }^{18}$ under the alternative models are also similar to estimates for the main specification. For instance, we find effect sizes on math GPA in the range of 0.19-0.22 points (for ITT) and $0.23-0.27$ points (for TOT) which are comparable to the main speficiation estimates of 0.20 points (ITT) and 0.24 points (TOT) that are reported in in Table 5. Additionally, we find qualitatively and quantitatively similar effect sizes when we analyze middle of year outcomes for cohort 1 (AY2018-19) under alternative specifications (See Table A3 in appendix) as compared to our results reported for middle of year outcomes for cohort 1 in Table 6 .

Moreover, when we analyze results under alternative model specifications for cohort 2, we find qualitatively similar effect sizes as we estimate in our preferred specification. Table A4 reports these results for middle of the year outcomes for cohort 2. More specifically, we find effect sizes in the range of 0.13-0.14 points for the ITT estimates and 0.18-0.19 points for the TOT estimates for math GPA. For comparison, we find an ITT effect size of 0.15 points and a TOT effect size of 0.20 SD in our preferred specification, as reported in Table 6. Effect sizes on other outcomes such as math course failures and overall course failures are also quantitatively similar under alternative model specifications.

Overall, we find that the estimated effects on the primary outcome variable of interest, standardized math test scores for cohort 1, and secondary outcomes such as math GPA, math and overall course failures, are robust to a range of estimation decisions for both cohort 1 and cohort 2 and are not likely to be driven by variable missingness, imbalance at baseline, or imputation exercise.

[^13]
### 6.3 Post-Intervention Year Program Effects

To understand longer term effects we analyze available data in the school year following treatment implementation with a focus on cohort 1, which (unlike cohort 2 ) received a full year of tutoring (in AY 2018-19). Because the pandemic caused so many disruptions in spring 2020, including the cancellation of end-of-year standardized testing, we measure longer-term effects using mid-year grades in AY2019-20 for cohort 1.

Estimated effects of Saga Tech on mid-year grades during the school year following the tutoring program are presented in Table 7. Despite some signs of treatment effect fade out, the results remain statistically significant. We estimate statistically significant TOT effects of approximately 0.145 points on math GPA approximately six months after treatment ends, indicating preservation of about 61 percent of the TOT estimate from the end of the program year of 0.238 points. The effects one year after tutoring on math course failures was a $20 \%$ reduction, indicating little to no fade out relative to the impacts observed during the tutoring year itself ${ }^{19}$

We also check the robustness of the post-intervention year results to alternative model specifications as outlined in section 5.2. Tables A5 and A6 present these results for middle of the year outcomes in the year following treatment for cohort 1 and cohort 2 respectively. Similar to the results presented in Table 7 for program effects on mid-year outcomes in the year following treatment, we find statistically significant effects for the ITT and TOT estimate for math GPA and math course failures for cohort 1 but not for cohort 2.

[^14]Moreover, Table A7 reports end of year outcomes for cohort 2 under alternative model specifications. Similar to our results in Table 7 under our main specification, we find quantitatively similar effect sizes under alternative model specifications. 20

### 6.4 Sub-group Effects

In Tables 9 and A14, we report differential effects for students by gender, race/ethnicity, baseline math GPA quartiles, and baseline math test scores quartiles. We report effects on the primary outcome, standardized math test scores, as well as secondary outcomes such as math GPA, math course failures, and standardized reading test scores.

Gender: As can be seen in Table 9, treatment effects on standardized math scores are quite similar for boys and girls. The TOT estimate for girls and boys are 0.23 and 0.22 , respectively. Effects on math GPA, non-math GPA, overall GPA, and course failures are also quantitatively similar and not statistically different between boys and girls.

Race/Ethnicity: As seen in Table 2, approximately 23 percent of students in cohort 1 are identified as Black and 59 percent as Latinx. Approximately 31 percent of the students in cohort 2 are identified as Black and 51 percent as Latinx. In models that allow the effect of tutoring to vary by race/ethnicity, which can be found in Tables 9 , A8, A9, and A10, we do not find any statistical differences between Latinx and Black students in treatment effects on standardized math test scores or other outcomes, with the exception of math course failures, where we find a slightly larger effect for Latinx students.

Baseline Math Performance: In Tables 9, A8, A9, and A10, we show results separately for students broken out by quartiles of baseline standardized math test scores. We find that

[^15]students in all four quartiles of baseline test scores have similar treatment effects of around 0.22 to 0.24 SD (TOT) on standardized math test scores. These estimates are individually statistically significant for each of the quartiles, and a joint test fails to reject the null hypothesis that the effects are the same across the quartiles. When we divide students by quartiles of baseline math grades, we see larger differences in the point estimates across quartiles, ranging from 0.12 to 0.27 SD , as shown in Table 9, although statistical tests do not reject the null hypothesis that these effects are the same for each quartile. ${ }^{21}$

## 7 How Much Does Technology Contribute to Student Learning in a Tutoring Model that Combines Tutors and Computer Aided Instruction?

In the analyses presented thus far, we have shown that the Saga Technology program - a combination of every-other-day tutoring and every-other-day usage of the ALEKS computer-assisted learning program - led to gains in student learning. This finding raises obvious questions: Why does Saga Technology work? Would every-other-day tutoring without the technology component have had the same effect on learning? Was the time spent on ALEKS important to student learning? To answer these questions, ideally we would randomly assign some students to work with a tutor on alternate days with no technology added, and others to work with a tutor on alternate days along with CAL access on the intervening days, and compare both conditions to a business-as-usual condition.

[^16]The experimental design of the present study is not constructed to separately identify the effect of each intervention component-tutoring and technology. However, we have usage data from the ALEKS platform that can shed light on how the use of CAL contributed to student learning. Motivating these analyses is perhaps the obvious assumption that students cannot benefit from learning technology if they do not use it. With that motivation in mind, we present evidence of: 1) how much the students in the study used ALEKS on average, 2) which students used ALEKS more and which used it less, and 3) a quasi-experimental analysis to measure the effect of ALEKS use on test score gains.

We begin by presenting evidence on how much students used the CAL platform. Table 10 provides an overview of ALEKS usage for cohort 1 (AY2018-2019). We see that ALEKS was used almost exclusively by treatment students who participated in the Saga Technology intervention (97 percent of treatment takers are observed in the ALEKS data). Students who participated in Saga Technology spent on average 1,756 minutes, or 29 hours, on ALEKS. If the Saga Technology program had been implemented with fidelity as designed, each student participating in the program would have used ALEKS for approximately 75 minutes per week, or 45 hours over the course of the school year ${ }^{23}$

[^17]Thus, the average student used ALEKS for about two-thirds (29/45) of the designed dosage. Figure 2 shows that there was considerable variation in usage. Some students in the program spent nearly no time at all using the CAL platform, while others spent close to 60 hours or more. The interquartile range of ALEKS usage was 21.4 hours. The usage data is inclusive of all time a student spent on ALEKS: during the tutoring session, at other times during the school day, or at home. However, students were not encouraged to work on the platform outside of "Math Lab" and anecdotal evidence we gathered suggests this was an infrequent occurrence.

We also observe the number of topics students attempted and the number of topics on which students demonstrated learning. On average in AY2018-19, students who participated in Saga Technology attempted 129 topics on ALEKS and demonstrated learning on about three-fourths of those, or 96 topics.$^{24}$ Given the districts in the study on average had a 35 -week school year, the average student spent 50 minutes per week on ALEKS, attempted 3.2 topics per week, and demonstrated learning on 2.3 topics per week. We present cohort 2 usage in the Appendix (see Table A17 and Figures A.1-A.3). With the clear exception of the period after COVID-related school closures began, usage in cohort 2 followed similar patterns. Between March 2020 and the end of the 2019-20 school year only $26 \%$ of students used the platform remotely. While comparisons with the early days of the COVID pandemic are confounded for obvious reasons, this change in usage points lends to the possibility that the rates of usage we observed in cohort 1 and in cohort 2 prior to March 2020 were dependent on the school-based structures that encouraged students to

[^18]use the platform systematically during the school day.
We next present evidence on how ALEKS usage was correlated with baseline student characteristics. Table 11 shows that students with higher math grades, higher reading test scores, higher attendance, and lower levels of misconduct at baseline used the computerassisted learning platform more intensively. This subset of students spent more time on the ALEKS platform, attempted more topics, and demonstrated learning of more topics. For example, we see that a one-standard-deviation increase in baseline standardized reading test scores was correlated with students spending 1.6 more hours on the ALEKS platform, leading to approximately seven more topics attempted and six more learned. These findings, while not causal, may have implications for the potential role of technology in addressing long-standing inequities in education. In this controlled setting-in school and with an adult monitoring-the students who used the learning technology more were the students who were already performing better on tests and attending school more often. The students who were farther behind were less likely to use the learning technology. Returning to the idea that students can only benefit from learning technologies if they use them, these patterns are concerning if the goal is to help narrow existing gaps or to help students who are behind grade level to catch up. One might also reasonably conjecture that usage outside of the context of a structured tutorial—for example, outside of school hours or on a voluntary basis-may vary more widely and be more inequitably distributed.

Finally, we present a quasi-experimental analysis of the effect of ALEKS usage on test scores. This analysis investigates whether the CAL technology component of the tutoring program contributed to student learning by assessing whether students who used the ALEKS platform more had larger treatment effects on test scores. Before we describe
the quasi-experimental analysis, it is worth considering why an analysis based on the correlation between ALEKS usage and test score gains would be confounded. Two sources of bias are particularly important. First, the vast majority of the variation in ALEKS usage is the difference in average usage between treatment students and control students (almost all of whom did not use ALEKS at all). Thus, the correlation between ALEKS usage and test scores would confound the effect of ALEKS usage with the effects of the other components of the treatment, namely tutoring. Second, as we just showed, the variation in ALEKS usage among the treatment students is correlated with observables-baseline test scores, grades, and attendance-that are likely also correlated with unobservable predictors of test scores. Thus, even the correlation between test scores and ALEKS usage among treatment students would likely be subject to omitted variable bias.

To address these sources of bias, we conduct a quasi-experimental analysis similar to the analysis in Kling, Liebman and Katz (2007). Specifically, we estimate a twostage least squares (2SLS) model that uses randomization-block-by-treatment indicators as instruments for ALEKS usage. The first-stage model predicts treatment-control differences in ALEKS usage rates at the randomization block level. The second stage estimates the relationship between randomization-block-level treatment effects on test scores and randomization-block-level differences in ALEKS usage. The quasiexperimental analysis essentially estimates whether the treatment effects on test scores were higher in the randomization blocks where ALEKS usage was higher than in the randomization blocks where ALEKS usage was lower. The key identifying assumption is that variation in ALEKS usage across randomization blocks was not correlated with any other factor that caused treatment effects of the tutoring program to vary.

We present the results of the 2SLS analysis in Table 12. The top and bottom panels of the table show estimates of the effect of ALEKS usage on end-of-year math test scores and math GPA, respectively. Each entry in the table is an estimate from a separate regression. For comparison purposes, the first column shows ordinary least squares estimates of the correlation between ALEKS usage and math outcomes. The latter two columns present the 2SLS estimates, one version without baseline controls and one that adds baseline controls. All of the estimates in the table are statistically significant.

The top row presents the 2SLS estimates of the effect of time spent on ALEKS on end-of-year math test scores. The coefficient is 0.007 , which indicates that each additional hour of ALEKS usage increases math test scores by 0.007 standard deviations. To put this magnitude into perspective, consider that the interquartile range of ALEKS usage over the school year was 21.4 hours. The 0.007 coefficient estimate implies that a 21.4 hour increase in ALEKS usage would generate a 0.15 standard deviation increase in test scores. Thus, variation in ALEKS usage on the order of the interquartile range was associated with variation in test score effects two-thirds the size of the average TOT effect (0.15/0.23). The estimated effects of the other two measures of CAL use, total topics attempted and total topics learned, are 0.001 and 0.002 respectively. The interquartile ranges of topics attempted and learned were 133 and 102. Thus, an interquartile range increase in topics attempted on ALEKS was associated with a 0.13 standard deviation increase in test scores, and an interquartile range increase in topics learned on ALEKS was associated with a 0.20 standard deviation increase in test scores. These are 57 percent and 87 percent of the average TOT estimate, respectively.

The 2SLS estimates of the effect of CAL usage on end-of-year math GPA, shown
in the bottom panel of the table, are similar in magnitude. The coefficient estimates for total time spent on ALEKS, topics attempted, and topics learned are $0.008,0.002$, and 0.002 , respectively. An increase in time spent on ALEKS equivalent to the interquartile range was associated with a 0.17 standard deviation increase in math GPA, which is 71 percent of the average TOT estimated effect of 0.24 . An increase in topics attempted on ALEKS equivalent to the interquartile range was associated with a 0.27 standard deviation increase in math GPA, which is 113 percent of the average TOT estimated effect. An increase in topics learned on ALEKS equivalent to the interquartile range was associated with a 0.20 standard deviation increase in math GPA, which is 84 percent of the average TOT estimated effect.

While not definitive, these results suggest that the use of ALEKS played some role in the treatment effects we estimate for the Saga Technology intervention, and that every-other-day tutoring that is not paired with learning technology on the alternate days might generate substantially smaller learning effects.

## 8 Benefit-Cost Analysis

In this section, we present a benefit-cost analysis of the Saga Technology tutoring model.
To facilitate comparisons with the Saga 2-to-1 tutoring model, we follow the methodology used to calculate benefit-cost ratios in Guryan et al. (2023). ${ }^{25}$

[^19]Guryan et al. (2023) calculated the cost per pupil of the 2-to-1 Saga tutoring model at approximately $\$ 3,500$ per pupil (with a defensible range of $\$ 3,200$ to $\$ 4,800$ ). For the Saga Technology model, we calculate costs at $\$ 2,200$ per pupil with a defensible range of $\$ 1,900$ to $\$ 2,600$ as shown in Table A18. The per-pupil costs of the Saga Technology model are approximately one-third lower than the costs of the 2-to-1 Saga model. The cost reductions derive from substituting tutor time for time spent on the ALEKS platform, which had a per-pupil cost of about $\$ 45$ per student per year at the time of the program implementation.

To calculate the benefits on expected earnings as outlined in the pre-analysis plan, we combine findings from Chetty et al. (2011) with the study results to calculate the expected increase in participants' adult earnings. Chetty et al. (2011) finds that each one-percentile increase in 8th grade test scores is associated with approximately $\$ 150$ in additional annual earnings. To estimate the present discounted value of lifetime earnings gains using this approach, we convert the standardized test scores into percentile scores following Kline and Walters (2016) and Guryan et al. (2023). We find that, on average, the Saga Technology model increases student's test scores by roughly 6 percentile points for students who are assigned to treatment (ITT estimate) and by 7 percentile points for students who participate in the program for at least one day (TOT estimate) ${ }^{26}$ Using the approach outlined above and adjusting the gain in annual earnings for inflation using CPIU, our best estimate is that the Saga Technology model increases adult yearly earnings by approximately $\$ 950$ dollars for each student offered the chance to participate (ITT estimate) and $\$ 1,150$ for each program participant (TOT estimate). We then estimate the

[^20]present discounted value of earnings gains as a result of the Saga Technology model. Following Guryan et al. (2023), we assume these gains accrue from ages 25 to 59 and use a discount rate of $5 \%$ to discount benefits to age 14 which is the mean age for students attending 9th grade in our sample and is the age at which costs are being incurred. We find that the present discounted value of the earnings gains is about $\$ 10,800$ using TOT estimates and around $\$ 8,900$ under ITT estimates. With per-student costs ranging between $\$ 2,000$ to $\$ 2,600$ respectively under the ITT and TOT estimates ${ }^{27}$, this implies the benefitcost ratio ranges between 4.3 to 4.7 for students offered an opportunity to participate in the Saga Technology program (ITT) and 4.2 to 4.5 for students who participated in the Saga Technology program (TOT). The reason for the slight difference between benefit-cost ratios under the ITT and TOT approach is that the benefits are estimated using regressions based on the sample of students for whom we have standardized math test scores whereas costs are calculated using the original assignment (and take-up) to treatment ${ }^{28}$ The implied benefit-cost ratio range was 2.4-3.6 for study 1 and in the range of 5.4-8.0 for study 2 for the 2-to- 1 Saga tutoring model using TOT estimates (Guryan et al., 2023). The benefit-cost ratios are therefore higher than those found in Guryan et al. (2023) for study 1 and only slightly lower than the range of study 2.

As means of comparison with other interventions, often cited early childhood programs such as Abecedarian Project (Masse and Barnett, 2002) and Perry Preschool Program (Heckman et al., 2010) have benefit-cost ratios that are on the order of 1.9-2.2 and 3.9-6.8

[^21]respectively when estimated using 5\% discount rate as in our case. Moreover, Krueger (2003) yields a benefit-cost ratio of about 2 using a $4 \%$ discount rate for a 7 -student reduction in class size in grades K-3.29 Similarly, Borman and Hewes (2002) show that the Success for All model yields a 0.04 SD improvement in math per $\$ 1,000$ spent. The corresponding measure for the Saga Technology model is 0.08 SD improvement in math test scores per $\$ 1,000$ spent based on ITT estimates and 0.10 SD improvement in test scores based on TOT estimates 3

We also estimate benefits using the approach outlined in Hanushek and Woessmann (2008), who upon reviewing several studies find that a standard deviation increase in test scores is associated with a $12 \%$ increase in earnings. We apply this effect size, in combination with our estimated increase on standardized test scores (as reported in Table 57, on a quadratic earnings age trajectory estimated using the 2019 American Community Survey data on Black and Latinx individuals, between the ages of 25 and 59, from Chicago and New York City (discounted to age 14 at a $5 \%$ rate) to estimate a benefit-cost ratio of 3.6 which is higher than the benefit-cost ratios of 1.4 to 2.2 reported for the 2 -to- 1 model for study year 1 and is in the range of estimates (3.2-4.8) reported for study year 2 in Guryan et al. (2023).

This evidence indicates the reported benefit-cost ratios of the Saga Technology model compare favorably in magnitude not just to the 2-to-1 Saga tutoring model but also to some of the most successful early childhood programs such as the Abecederian Project, the Perry Preschool Program, the Tennessee STAR class size reduction experiment, as

[^22]well as the Success for All Model. In strategically substituting some time away from in-person tutors to a technology platform, the Saga Technology model was able to lower the cost of the intervention by approximately one-third with comparable effectiveness and cost-effectiveness.

## 9 Discussion

In the aftermath of the global COVID-19 pandemic, the U.S. Secretary of Education, Miguel Cardona, strongly encouraged districts to support high-dosage tutoring with at least part of the $\$ 122$ billion the federal government provided to overcome pandemicrelated learning loss (U.S. Department of Education, 2022). This recommendation aligned with the advice of numerous experts who advocated for tutoring as a key strategy to mitigate the learning setbacks caused by the pandemic, based largely on the weight of the evidence (Robinson et al., 2021). However, school districts aiming to expand their tutoring initiatives are encountering various obstacles (Carbonari et al., 2022). One of the most significant challenges to scaling up the proven benefits of high-dosage tutoring is its cost. Even with the one-time influx of funds through the American Rescue Plan that allows school districts to use these resources towards providing tutoring, the perstudent cost of tutoring limits the number of students that districts can serve (Nickow et al., 2024, Carbonari et al., 2022). Furthermore, the difficulty of attracting and hiring full-time teachers and tutors, possibly resulting from what has been dubbed the 'Great Resignation', is likely to further increase the costs associated with high-dosage tutoring. ${ }^{31}$

[^23]This paper evaluates a lower-cost and more scalable tutoring model developed by Saga Education, called "Saga Technology." Instead of daily 2-to-1 tutoring, students work with tutors in groups of 4-to-1, alternating between days working with the tutor in student pairs and days on the computer-assisted learning (CAL) platform, ALEKS. Through an RCT implemented in partnership with Saga Education, the Chicago Public Schools (CPS), and the New York City Department of Education (NYC DOE) during the 2018-19 and 2019-20 academic years, we estimate learning gains comparable to those achieved through daily 2 -to- 1 tutoring. It is possible, in other words, through the selective incorporation of technology into tutoring, to cut costs by around $30 \%$ and reduce the number of tutors required to serve a given number of students by $50 \%$, with comparable effects on learning ${ }^{32}$

While the experiment was not designed to decompose the effects of the tutoring and technology components separately, a 2SLS analysis shows a positive and statistically significant relationship between ALEKS (CAL) usage and student learning. These results suggest the CAL component of the tutoring model contributed to the overall treatment effects. Given that we also see that student baseline characteristics are predictive of ALEKS usage - higher performing students spend more time on ALEKS and consequently attempt and learn more topics - this has important implications for understanding how to strategically incorporate technology in educational settings.

How much further could we go in incorporating technology to lower cost (and labor

[^24]requirements), thereby improving scalability, before we begin to compromise learning effectiveness? Does the answer to that question depend on the specific student and their tolerance for time on CAL? These are questions we leave for future research.

The tutoring model we study in this paper incorporates elements of computer assisted learning (CAL) into tutoring in a way that maintains the factors that make high-dosage tutoring effective: a personal and sustained relationship between tutor and student; sessions during the school day to ensure attendance; and daily sessions to ensure engagement while alternating between an in-person tutor and CAL software. Future studies should consider whether other variations in the structure of high-dosage tutoring might further reduce costs while maintaining the substantial learning benefits. Still, the findings in this paper indicate the potential of incorporating CAL into high-dosage tutoring to facilitate scaling this promising intervention to more students.
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## Tables and Figures

Table 1: Randomization and Take-up rate, by cohort

| Cohort | N | Randomization <br> Rate (\%) | Treatment Take-up <br> Rate(\%) | Control Cross-over <br> Rate(\%) |
| :--- | ---: | ---: | ---: | ---: |
| Cohort 1 <br> (AY2018-2019) <br> Cohort 2 | 2005 | 51.27 | 79.28 | 0.10 |
| $($ AY2019-2020) | 1841 | 56.06 | 74.71 | 6.67 |

Notes. Randomization rate is the percent of students in the study who were assigned to the treatment condition. Take-up is defined as having participated in at least one tutoring session. Control crossover rate is the percent of the control group who participated in at least one tutoring session. For cohort 1 , take-up rate across the 6 study schools varies from $65-98 \%$. For cohort 2 , take-up rate across the 7 study schools varies from 42-92\%.

Table 2: Cohort 1 Baseline Characteristics (AY2018-2019)

|  | Control Group <br> $(\mathrm{N}=977)$ | Treatment Group <br> $(\mathrm{N}=1028)$ | T-Test <br> $(\mathrm{P}-\mathrm{value})$ |
| :--- | ---: | ---: | ---: |
| Age | 14.053 | 14.005 | 0.426 |
| \% Diverse Learner | 14.841 | 18.482 | 0.166 |
| \% Free/Reduced-Price Lunch | 91.709 | 90.272 | 0.262 |
| \% English Language Learner | 11.668 | 13.035 | 0.144 |
| \% Black | 23.337 | 24.416 | $0.043^{* *}$ |
| \% Latinx | 58.854 | 55.350 | 0.889 |
| Number of Absences | 13.355 | 14.035 | 0.850 |
| Number of Days Suspended (Out-of-School) | 0.244 | 0.507 | $0.078^{*}$ |
| Number of Disciplinary Incidents | 0.312 | 0.383 | 0.188 |
| Math GPA | 2.231 | 2.198 | 0.721 |
| Non-Math GPA | 2.483 | 2.501 | 0.126 |
| Standardized Math Test Score | 0.000 | -0.010 | 0.485 |
| Standardized Reading Test Score | 0.000 | 0.015 | 0.491 |
| Proportion of Math Course Failed | 0.072 | 0.052 | $0.024^{* *}$ |
| Proportion of Non-Math Course Failed | 0.054 | 0.044 | $0.079^{*}$ |
| Proportion of Overall Courses Failed | 0.058 | 0.046 | $0.036^{* *}$ |

$\mathrm{F}(16,1957)=2.179$
F-test of Joint significance $(\mathrm{P}-\mathrm{value})=0.004^{*} * *$
F-test using Randomization Inference $(\mathrm{P}$-value $)=0.026^{* *}$
Notes. ${ }^{* * *} \mathrm{p}<0.01, * * \mathrm{p}<0.05, * \mathrm{p}<0.1$ Students are identified as diverse learners when they receive accommodations such as Individualized Education Plans (IEP). The free/reduced-price lunch indicator is based on whether a student receives free, reduced, or at-cost food services. English language learners are students in an English as a Second Language program. Race/ethnicity identifiers (such as Black and Latinx) are based on administrative data. Behavioral outcomes such as number of absences, days suspended, and disciplinary incidents measure the number of times/days that a certain incident occurs. Math GPA is calculated based on a student's performance in their primary math course. Non-math GPA is calculated based on student performance on their core courses other than math (Science, Social Studies, English). To construct standardized test scores, we use individual test scores for the reading and math sections from the Spring test date and generate a z-score using the control mean and standard deviation of the scores. Proportion of course failures is determined by the quantity of Fs awarded during the school year and is presented based on overall, math, and non-math courses. Fixed effects using randomization blocks are included in all estimation regressions. We calculate the True F-statistic using the actual treatment assignment, and also by randomly re-assigning the treatment indicator within randomization blocks (fixing randomization rate within the block) and estimating the corresponding F-statistic and the associated p-value. We repeat this process 10,000 times. In the distribution of 10,000 observations, we see where the true F-statistic lies, and report the rank, e.g., the true F-statistic has a rank of 260 among 10,000 observations.

Table 3: Cohort 2 Baseline Characteristics (AY2019-2020)

|  | Control Group <br> $(\mathrm{N}=809)$ | Treatment Group <br> $(\mathrm{N}=1032)$ | T-Test <br> $(\mathrm{P}$-value $)$ |
| :--- | ---: | ---: | ---: |
| Age | 14.044 | 14.035 | 0.490 |
| \% Diverse Learner | 20.148 | 18.992 | 0.775 |
| \% Free/Reduced-Price Lunch | 87.515 | 88.857 | 0.425 |
| \% English Language Learner | 14.091 | 13.081 | 0.397 |
| \% Black | 30.779 | 35.174 | $0.096^{*}$ |
| \% Latinx | 51.422 | 49.128 | 0.658 |
| Number of Absences | 16.033 | 14.781 | 0.141 |
| Number of Days Suspended (Out-of-School) | 0.274 | 0.623 | $0.005^{* * *}$ |
| Number of Disciplinary Incidents | 0.367 | 0.485 | 0.119 |
| Math GPA | 2.039 | 2.042 | 0.973 |
| Non-Math GPA | 2.322 | 2.324 | 0.880 |
| Standardized Math Test Score | 0.000 | 0.026 | 0.472 |
| Standardized Reading Test Score | 0.000 | -0.028 | 0.628 |
| Proportion of Math Courses Failed | 0.088 | 0.070 | 0.183 |
| Proportion of Non-Math Courses Failed | 0.067 | 0.065 | 0.948 |
| Proportion of Overall Courses Failed | 0.071 | 0.066 | 0.630 |

$\mathrm{F}(16,1799)=1.714$
F-test of Joint Significance $(\mathrm{P}-\mathrm{value})=0.038^{* *}$
F-test using Randomization Inference $(\mathrm{P}$-value $)=0.089^{*}$
Notes. $* * * \mathrm{p}<0.01, * * \mathrm{p}<0.05$, $* \mathrm{p}<0.1$. Students are identified as diverse learners when they receive accommodations such as Individualized Education Plans (IEP). The free/reduced-price lunch indicator is based on whether a student receives free, reduced, or at-cost food services. English language learners are students in an English as a Second Language program. Race/ethnicity identifiers (such as Black and Latinx) are based on administrative data. Behavioral outcomes such as number of absences, days suspended, and disciplinary incidents measure the number of times/days that a certain incident occurs. Math GPA is calculated based on a student's performance in their primary math course. Non-math GPA is calculated based on student performance on their core courses other than math (Science, Social Studies, English). To construct standardized test scores, we gather individual test scores for the reading and math sections from the Spring test date each year and generate a z-score using the control mean and standard deviation of the scores. Proportion of course failures is determined by the number of Fs awarded in courses taken during the school year and is presented based on overall, math, and non-math courses. Fixed effects using randomization blocks are included in all estimation regressions. We calculate the true F-statistic using the actual treatment assignment, and also by randomly re-assigning the treatment indicator within randomization blocks (fixing randomization rate within the block) and estimating the corresponding F-statistic and the associated p-value. We repeat this process 10,000 times. In the distribution of 10,000 observations, we see where the true F-statistic lies, and report the rank, e.g., the true F-statistic has a rank of 890 among 10,000 observations.

Table 4: Outcome Missingness by Cohort and Treatment Group

| \% Missing | Cohort 1 |  |  | Cohort 2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { Control } \\ & \text { Group } \\ & (\mathrm{N}=977) \end{aligned}$ | $\begin{aligned} & \text { Treatment } \\ & \text { Group } \\ & (\mathrm{N}=1028) \end{aligned}$ | T-Test (P-value) | $\begin{aligned} & \hline \text { Control } \\ & \text { Group } \\ & (\mathrm{N}=809) \end{aligned}$ | $\begin{aligned} & \text { Treatment } \\ & \text { Group } \\ & (\mathrm{N}=1032) \end{aligned}$ | T-Test (P-value) |
| Math Test Score | 16.17 | 16.34 | 0.78 |  |  |  |
| Chicago | 15.76 | 15.66 | 0.93 |  |  |  |
| NYC | 16.49 | 16.77 | 0.66 |  |  |  |
| Reading Test Score | 63.36 | 67.51 | 0.93 |  |  |  |
| Chicago | 15.76 | 15.66 | 0.93 |  |  |  |
| EOY GPA | 8.29 | 7.30 | 0.65 | 11.37 | 12.11 | 0.91 |
| EOY Math GPA | 8.50 | 7.39 | 0.67 | 12.11 | 12.98 | 0.98 |
| EOY Non-Math GPA | 8.29 | 7.30 | 0.65 | 11.37 | 12.11 | 0.91 |
| EOY Attendance Data | 4.30 | 3.02 | 0.23 | 8.41 | 7.85 | 0.47 |
| MOY GPA | 8.90 | 7.68 | 0.54 | 11.99 | 12.69 | 0.85 |
| MOY Math GPA | 9.21 | 7.88 | 0.56 | 12.61 | 13.37 | 0.90 |
| MOY Non-Math GPA | 8.90 | 7.68 | 0.54 | 12.11 | 12.69 | 0.78 |
| MOY Attendance Data | 60.59 | 64.11 | 0.18 | 68.97 | 63.57 | 0.54 |
| Chicago | 9.41 | 6.82 | 0.18 | 11.62 | 10.69 | 0.54 |

Notes. The value displayed for t-tests are p-values. Standard errors are robust. Fixed effects using variable block are included in all estimation regressions. ${ }^{* * *},{ }^{* *}$, and $*$ indicate significance at the 1,5 , and 10 percent critical level. Math and reading test score variables are determined at the time of standardized testing administration. End-of-year (EOY) and middle-of-year (MOY) are presented across both cohorts. EOY outcomes are based on a student's performance at the end of the school year, while MOY outcomes are based on a student's performance after their first semester. GPA is calculated based on a student's performance across their core classes (Math, Science, Social Studies, and English). Math GPA is calculated based on a student's performance in their primary math course. Non-math GPA is calculated based on student performance on their core courses other than math (Science, Social Studies, English). Attendance is determined based on the number of days a student is absent, and includes both excused and unexcused absences.

Table 5: End of Year Program Effects with Baseline Covariates, Cohort 1 (AY2018-2019)

|  | N | Control <br> Mean | ITT | Control Complier Mean | TOT |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Standardized Math Score | 1679 | 0.000 | $\begin{aligned} & 0.190 * * * \\ & (0.034) \end{aligned}$ | -0.035 | $\begin{aligned} & 0.230 * * * \\ & (0.041) \end{aligned}$ |
| Math GPA | 1846 | 1.931 | $\begin{aligned} & 0.197 * * * \\ & (0.046) \end{aligned}$ | 1.883 | $\begin{aligned} & 0.238 * * * \\ & (0.054) \end{aligned}$ |
| Proportion of Math Courses Failed | 1846 | 0.199 | $\begin{aligned} & -0.038^{* * *} \\ & (0.014) \end{aligned}$ | 0.212 | $\begin{aligned} & -0.046^{* * *} \\ & (0.016) \end{aligned}$ |
| Overall GPA | 1849 | 2.058 | $\begin{aligned} & 0.053 \\ & (0.038) \end{aligned}$ | 1.988 | $\begin{aligned} & 0.064 \\ & (0.045) \end{aligned}$ |
| Proportion of Overall Courses Failed | 1849 | 0.175 | $\begin{aligned} & -0.004 \\ & (0.011) \end{aligned}$ | 0.188 | $\begin{aligned} & -0.005 \\ & (0.013) \end{aligned}$ |
| Standardized Reading Score | 692 | 0.000 | $\begin{aligned} & -0.049 \\ & (0.056) \end{aligned}$ | -0.008 | $\begin{aligned} & -0.070 \\ & (0.078) \end{aligned}$ |
| Non-Math GPA | 1849 | 2.094 | $\begin{aligned} & 0.008 \\ & (0.039) \end{aligned}$ | 2.018 | $\begin{aligned} & 0.010 \\ & (0.046) \end{aligned}$ |
| Proportion of Non-Math Courses Failed | 1849 | 0.168 | $\begin{aligned} & 0.006 \\ & (0.011) \end{aligned}$ | 0.181 | $\begin{aligned} & 0.007 \\ & (0.013) \end{aligned}$ |
| Number of Days Absent | 1932 | 18.308 | $\begin{aligned} & -0.051 \\ & (0.888) \end{aligned}$ | 19.408 | $\begin{aligned} & -0.062 \\ & (1.075) \end{aligned}$ |
| Number of Days Suspended (Out of School) | 2005 | 0.262 | $\begin{aligned} & -0.026 \\ & (0.074) \\ & \hline \end{aligned}$ | 0.359 | $\begin{aligned} & -0.034 \\ & (0.093) \\ & \hline \end{aligned}$ |

Notes. Program effects estimated on sample of students who were randomized into Saga Technology in AY2018-2019, using the following baseline covariates: randomization block, age, race/ethnicity, English language learner status, diverse learner status, socioeconomic status, math GPA, non-math GPA, proportion of courses failed, proportion of math courses failed, proportion of non-math courses failed, standardized math and reading test scores, number of days absent from school, number of in-school disciplinary incidents, number of days of out-of-school suspensions, and a set of indicator variables for missing baseline data. To construct standardized test scores, we gather individual test scores for the reading and math sections from the Spring test date each year and generate a z -score using the control mean and standard deviation of the scores. Math GPA is determined by a student's grade in their primary math course. GPA is on a $0.00-4.00$ point scale using only core classes (Math, Science, Social Studies and English). Note that we only have outcome standardized reading test scores for our Chicago sample. Proportion of math courses failed is calculated based on the proportion of math courses attempted and math courses failed. Non-math GPA is calculated based on a student's grade in each of their core classes other than math (Science, Social Studies, and English). Number of days absent include excused and unexcused absences. We measure out-of-school suspensions as the total number of days a student is suspended during the school year. Missing baseline data has been imputed using mean values of the control group.
Table 6: Mid-Year Program Effects with Baseline Covariates, for Cohort 1 (AY2018-2019) \& Cohort 2 (AY2019-2020)

|  | Cohort 1 |  |  |  |  | Cohort 2 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | N | Control Mean | ITT | Control Complier Mean | TOT | N | Control Mean | ITT | Control Complier Mean | TOT |
| Math GPA | 1834 | 2.053 | $\begin{aligned} & 0.177 * * * \\ & (0.049) \end{aligned}$ | 2.028 | $\begin{aligned} & 0.214 * * * \\ & (0.058) \end{aligned}$ | 1601 | 1.884 | $\begin{aligned} & 0.154^{* * *} \\ & (0.053) \end{aligned}$ | 1.797 | $\begin{aligned} & 0.204 * * * \\ & (0.069) \end{aligned}$ |
| Proportion of |  |  |  |  |  |  |  |  |  |  |
| Failed | 1834 | 0.172 | $\begin{aligned} & -0.037 * * \\ & (0.015) \end{aligned}$ | 0.183 | $\begin{aligned} & -0.045 * * \\ & (0.018) \end{aligned}$ | 1601 | 0.198 | $\begin{aligned} & -0.054^{* * *} \\ & (0.017) \end{aligned}$ | 0.222 | $\begin{aligned} & -0.071^{* * *} \\ & (0.022) \end{aligned}$ |
| Overall GPA | 1839 | 2.138 | $\begin{aligned} & 0.074^{*} \\ & (0.038) \end{aligned}$ | 2.064 | $\begin{aligned} & 0.090^{*} * \\ & (0.046) \end{aligned}$ | 1613 | 1.954 | $\begin{aligned} & 0.083 * * \\ & (0.041) \end{aligned}$ | 1.893 | $\begin{aligned} & 0.110^{* *} \\ & (0.054) \end{aligned}$ |
| Proportion of |  |  |  |  |  |  |  |  |  |  |
| Failed | 1839 | 0.155 | $\begin{aligned} & -0.011 \\ & (0.011) \end{aligned}$ | 0.168 | $\begin{aligned} & -0.013 \\ & (0.013) \end{aligned}$ | 1613 | 0.177 | $\begin{aligned} & -0.024 * * \\ & (0.012) \end{aligned}$ | 0.184 | $\begin{aligned} & -0.032^{* *} \\ & (0.015) \end{aligned}$ |
| Non-Math GPA | 1839 | 2.165 | $\begin{aligned} & 0.040 \\ & (0.040) \end{aligned}$ | 2.078 | $\begin{aligned} & 0.048 \\ & (0.047) \end{aligned}$ | 1612 | 1.972 | $\begin{aligned} & 0.067 \\ & (0.043) \end{aligned}$ | 1.914 | $\begin{aligned} & 0.089 \\ & (0.056) \end{aligned}$ |
| Proportion of |  |  |  |  |  |  |  |  |  |  |
| Failed | 1839 | 0.149 | $\begin{aligned} & -0.002 \\ & (0.011) \end{aligned}$ | 0.162 | $\begin{aligned} & -0.003 \\ & (0.014) \end{aligned}$ | 1612 | 0.170 | $\begin{aligned} & -0.016 \\ & (0.012) \end{aligned}$ | 0.174 | $\begin{aligned} & -0.021 \\ & (0.016) \end{aligned}$ |
| Number of Days Absent | 754 | 7.395 | $\begin{aligned} & -0.213 \\ & (0.501) \end{aligned}$ | 7.498 | $\begin{aligned} & -0.300 \\ & (0.692) \end{aligned}$ | 627 | 7.725 | $\begin{aligned} & -0.297 \\ & (0.551) \end{aligned}$ | 7.636 | $\begin{aligned} & -0.439 \\ & (0.792) \end{aligned}$ |
| Notes. Treatment effects estimated on sample of students who were randomized into Saga Tech in Cohort 1 (AY2018-19) and Cohort 2 (AY2019-20), usi the following baseline covariates: randomization block, age, race/ethnicity, English language learner status, diverse learner status, socioeconomic status, math GPA, non-math GPA, proportion of courses failed, proportion of math courses failed, proportion of non-math courses failed, standardized math and reading test scores, number of days absent from school, number of in-school disciplinary incidents, number of days of out of school suspensions, and set of indicator variables for missing baseline data. GPA is on a $0.00-4.00$ point scale using only core classes (Math, Science, Social Studies and English) To construct standardized test scores, we gather individual test scores for the reading and math sections from the Spring test date each year and generate z-score using the control mean and standard deviation of the scores. Number of days absent include excused and unexcused absences. We measure out school suspensions as the total number of days a student is suspended during the school year. Missing baseline data has been imputed using mean values the control group. |  |  |  |  |  |  |  |  |  |  |

Table 7: Program Effects on Mid-Year Outcomes in Year Following Treatment, Controlling for Baseline Covariates, by Cohort

|  | Cohort 1 |  |  |  |  | Cohort 2 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | N | Control Mean | ITT | Control Complier Mean | TOT | N | Control Mean | ITT | Control Complier Mean | TOT |
| Math GPA | 1707 | 1.690 | $\begin{aligned} & 0.120 * * \\ & (0.055) \end{aligned}$ | 1.563 | $\begin{aligned} & 0.145 * * \\ & (0.065) \end{aligned}$ | 1361 | 2.107 | $\begin{aligned} & 0.052 \\ & (0.060) \end{aligned}$ | 2.054 | $\begin{aligned} & 0.070 \\ & (0.080) \end{aligned}$ |
| Proportion of Math Courses |  |  |  |  |  |  |  |  |  |  |
| Failed | 1707 | 0.262 | $\begin{aligned} & -0.048 * * \\ & (0.020) \end{aligned}$ | 0.293 | $\begin{aligned} & -0.058 * * \\ & (0.023) \end{aligned}$ | 1361 | 0.063 | $\begin{aligned} & -0.014 \\ & (0.012) \end{aligned}$ | 0.067 | $\begin{aligned} & -0.019 \\ & (0.016) \end{aligned}$ |
| Overall GPA | 1726 | 1.919 | $\begin{aligned} & 0.056 \\ & (0.044) \end{aligned}$ | 1.831 | $\begin{aligned} & 0.067 \\ & (0.052) \end{aligned}$ | 1503 | 2.170 | $\begin{aligned} & 0.040 \\ & (0.046) \end{aligned}$ | 2.111 | $\begin{aligned} & 0.054 \\ & (0.060) \end{aligned}$ |
| Proportion of Overall Courses |  |  |  |  |  |  |  |  |  |  |
| Failed | 1726 | 0.206 | $\begin{aligned} & -0.016 \\ & (0.014) \end{aligned}$ | 0.226 | $\begin{aligned} & -0.020 \\ & (0.016) \end{aligned}$ | 1503 | 0.050 | $\begin{aligned} & -0.007 \\ & (0.008) \end{aligned}$ | 0.053 | $\begin{aligned} & -0.010 \\ & (0.010) \end{aligned}$ |
| Non-Math GPA | 1724 | 1.992 | $\begin{aligned} & 0.034 \\ & (0.045) \end{aligned}$ | 1.921 | $\begin{aligned} & 0.041 \\ & (0.054) \end{aligned}$ | 1488 | 2.220 | $\begin{aligned} & 0.025 \\ & (0.046) \end{aligned}$ | 2.169 | $\begin{aligned} & 0.033 \\ & (0.061) \end{aligned}$ |
| Proportion of Non-Math Courses |  |  |  |  |  |  |  |  |  |  |
| Failed | 1724 | 0.188 | $\begin{aligned} & -0.008 \\ & (0.014) \end{aligned}$ | 0.204 | $\begin{aligned} & -0.009 \\ & (0.016) \end{aligned}$ | 1488 | 0.048 | $\begin{aligned} & -0.005 \\ & (0.008) \end{aligned}$ | 0.050 | $\begin{aligned} & -0.007 \\ & (0.010) \end{aligned}$ |

Notes. Program effects estimated during AY2019-2020 and AY2020-2021 on sample of students who were randomized into Saga Technology in AY2018-2019 and AY2019-2020, respectively. Treatment effects estimated using the following baseline covariates: block, age, race/ethnicity, English language learner status, diverse learner status, socioeconomic status, math GPA, non-math GPA, proportion of courses failed, proportion of math courses failed, proportion of non-math courses failed, standardized math and reading test scores, days absent from school, number of in-school disciplinary incidents, days of out-of-school suspensions, and a set of indicator variables for missing baseline data. GPA is on a $0.00-4.00$ point scale using only core classes (Math, Science, Social Studies and English). To construct standardized test scores, we gather individual test scores for the reading and math sections from the Spring test date each year and generate a $z$-score using the control mean and standard deviation of the scores. Number of days absent include excused and unexcused absences. We measure out-of-school suspensions as the total number of days a student is suspended during the school year.

Table 8: Program Effects on End of Year Outcomes in Year Following Treatment, Controlling for Baseline Covariates, Cohort 2 (AY2019-2020)

|  | N | Control Mean | ITT | Control Complier Mean | TOT |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Math GPA | 1434 | 2.021 | $\begin{aligned} & 0.036 \\ & (0.054) \end{aligned}$ | 1.954 | $\begin{aligned} & 0.048 \\ & (0.071) \end{aligned}$ |
| Proportion of Math Courses Failed | 1434 | 0.068 | $\begin{aligned} & -0.016 \\ & (0.011) \end{aligned}$ | 0.075 | $\begin{aligned} & -0.022 \\ & (0.014) \end{aligned}$ |
| Overall GPA | 1543 | 2.104 | $\begin{aligned} & 0.027 \\ & (0.043) \end{aligned}$ | 2.051 | $\begin{aligned} & 0.036 \\ & (0.057) \end{aligned}$ |
| Proportion of Overall Courses Failed | 1543 | 0.055 | $\begin{aligned} & -0.010 \\ & (0.008) \end{aligned}$ | 0.060 | $\begin{aligned} & -0.013 \\ & (0.010) \end{aligned}$ |
| Non-Math GPA | 1536 | 2.151 | $\begin{aligned} & 0.017 \\ & (0.044) \end{aligned}$ | 2.104 | $\begin{aligned} & 0.022 \\ & (0.058) \end{aligned}$ |
| Proportion of Non-Math Courses Failed | 1536 | 0.053 | $\begin{aligned} & -0.008 \\ & (0.008) \end{aligned}$ | 0.058 | $\begin{aligned} & -0.011 \\ & (0.010) \end{aligned}$ |
| Number of Days Absent | 1620 | 41.825 | $\begin{aligned} & -2.685 \\ & (1.859) \end{aligned}$ | 42.205 | $\begin{aligned} & -3.644 \\ & (2.481) \end{aligned}$ |
| Number of Disciplinary incidents | 1841 | 0.017 | $\begin{aligned} & 0.011 \\ & (0.009) \end{aligned}$ | 0.025 | $\begin{aligned} & 0.015 \\ & (0.013) \end{aligned}$ |

Notes. Program Effects on End-of-Year Outcomes estimated, during AY2020-2021, on sample of students who were randomized into Saga Technology in AY2019-2020. Treatment effects estimated using the following baseline covariates: randomization block, age, race/ethnicity, English language learner status, diverse learner status, socioeconomic status, math GPA, non-math GPA, proportion of courses failed, proportion of math courses failed, proportion of non-math courses failed, standardized math and reading test scores, number of days absent from school, number of in-school disciplinary incidents, number of days of out-of-school suspensions, and a set of indicator variables for missing baseline data. GPA is on a 0.00-4.00 point scale using only core classes (Math, Science, Social Studies and English). To construct standardized test scores, we gather individual test scores for the reading and math sections from the Spring test date each year and generate a z-score using the control mean and standard deviation of the scores. Number of days absent include excused and unexcused absences. We measure out-of-school suspensions as the total number of days a student is suspended during the school year. Missing baseline data has been imputed using mean values of the control group.

Table 9: Heterogeneous Treatment Effects on EOY Math Outcomes with Baseline Covariates, Cohort 1

|  | Math <br> Test scores |  | Math GPA |  | Prop. of Math Failures |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ITT | TOT | ITT | TOT | ITT | TOT |
| Gender |  |  |  |  |  |  |
| Girls | $\begin{aligned} & 0.191 * * * \\ & (0.044) \end{aligned}$ | $\begin{aligned} & 0.228 * * * \\ & (0.052) \end{aligned}$ | $\begin{aligned} & 0.191^{* * *} \\ & (0.063) \end{aligned}$ | $\begin{aligned} & 0.226 * * * \\ & (0.072) \end{aligned}$ | $\begin{aligned} & -0.043 * * \\ & (0.019) \end{aligned}$ | $\begin{aligned} & -0.050 * * \\ & (0.021) \end{aligned}$ |
| Boys | $\begin{aligned} & 0.178 * * * \\ & (0.054) \end{aligned}$ | $\begin{aligned} & 0.221 * * * \\ & (0.064) \end{aligned}$ | $\begin{aligned} & 0.201 * * * \\ & (0.068) \end{aligned}$ | $\begin{aligned} & 0.249 * * * \\ & (0.082) \end{aligned}$ | $\begin{aligned} & -0.033 \\ & (0.021) \end{aligned}$ | $\begin{aligned} & -0.041 \\ & (0.025) \end{aligned}$ |
| T-test (Girls/Boys) | 0.861 | 0.932 | 0.918 | 0.834 | 0.730 | 0.774 |
| Race/Ethnicity |  |  |  |  |  |  |
| Black | $\begin{aligned} & 0.143 * \\ & (0.077) \end{aligned}$ | $\begin{aligned} & 0.157 * \\ & (0.081) \end{aligned}$ | $\begin{aligned} & 0.101 \\ & (0.096) \end{aligned}$ | $\begin{aligned} & 0.115 \\ & (0.104) \end{aligned}$ | $\begin{aligned} & 0.020 \\ & (0.029) \end{aligned}$ | $\begin{aligned} & 0.022 \\ & (0.032) \end{aligned}$ |
| Latinx | $\begin{aligned} & 0.224 * * * \\ & (0.046) \end{aligned}$ | $\begin{aligned} & 0.276 * * * \\ & (0.053) \end{aligned}$ | $\begin{aligned} & 0.265 * * * \\ & (0.063) \end{aligned}$ | $\begin{aligned} & 0.320 * * * \\ & (0.073) \end{aligned}$ | $\begin{aligned} & -0.055^{* * *} \\ & (0.019) \end{aligned}$ | $\begin{aligned} & -0.067 * * * \\ & (0.022) \end{aligned}$ |
| Other | $\begin{aligned} & 0.138 * \\ & (0.076) \end{aligned}$ | $\begin{aligned} & 0.184^{*} \\ & (0.097) \end{aligned}$ | $\begin{aligned} & 0.063 \\ & (0.096) \end{aligned}$ | $\begin{aligned} & 0.085 \\ & (0.123) \end{aligned}$ | $\begin{aligned} & -0.034 \\ & (0.027) \end{aligned}$ | $\begin{aligned} & -0.046 \\ & (0.034) \end{aligned}$ |
| T-test (Latinx/Black) | 0.371 | 0.221 | 0.154 | 0.106 | 0.034** | 0.023** |
| Baseline Math GPA |  |  |  |  |  |  |
| Bottom Quartile (Q1) | $\begin{aligned} & 0.124 \\ & (0.093) \end{aligned}$ | $\begin{aligned} & 0.149 \\ & (0.105) \end{aligned}$ | $\begin{aligned} & 0.166^{*} \\ & (0.092) \end{aligned}$ | $\begin{aligned} & 0.197 * \\ & (0.103) \end{aligned}$ | $\begin{aligned} & -0.022 \\ & (0.039) \end{aligned}$ | $\begin{aligned} & -0.026 \\ & (0.044) \end{aligned}$ |
| Quartile 2 | $\begin{aligned} & 0.269^{* * *} \\ & (0.064) \end{aligned}$ | $\begin{aligned} & 0.319 * * * \\ & (0.072) \end{aligned}$ | $\begin{aligned} & 0.305 * * * \\ & (0.088) \end{aligned}$ | $\begin{aligned} & 0.360 * * * \\ & (0.098) \end{aligned}$ | $\begin{aligned} & -0.078 * * * \\ & (0.026) \end{aligned}$ | $\begin{aligned} & -0.092 * * * \\ & (0.029) \end{aligned}$ |
| Quartile 3 | $\begin{aligned} & 0.141^{* *} \\ & (0.062) \end{aligned}$ | $\begin{aligned} & 0.170 * * \\ & (0.070) \end{aligned}$ | $\begin{aligned} & 0.150 \\ & (0.093) \end{aligned}$ | $\begin{aligned} & 0.180^{*} \\ & (0.105) \end{aligned}$ | $\begin{aligned} & -0.011 \\ & (0.020) \end{aligned}$ | $\begin{aligned} & -0.013 \\ & (0.023) \end{aligned}$ |
| Top Quartile (Q4) | $\begin{aligned} & 0.227 * * * \\ & (0.074) \end{aligned}$ | $\begin{aligned} & 0.298 * * * \\ & (0.090) \end{aligned}$ | $\begin{aligned} & 0.041 \\ & (0.104) \end{aligned}$ | $\begin{aligned} & 0.054 \\ & (0.127) \end{aligned}$ | $\begin{aligned} & -0.006 \\ & (0.011) \end{aligned}$ | $\begin{aligned} & -0.008 \\ & (0.014) \end{aligned}$ |
| T-test (Q 1/2) | 0.201 | 0.185 | 0.271 | 0.252 | 0.235 | 0.214 |
| T-test (Q 1/3) | 0.876 | 0.874 | 0.907 | 0.909 | 0.794 | 0.784 |
| T-test (Q 1/4) | 0.386 | 0.284 | 0.370 | 0.383 | 0.702 | 0.699 |
| Joint F-test (Q 1,2,3,4) | 0.420 | 0.339 | 0.268 | 0.269 | 0.091* | 0.074* |
| Baseline Math Test Scores |  |  |  |  |  |  |
| Bottom Quartile (Q1) | $\begin{aligned} & 0.160^{* *} \\ & (0.076) \end{aligned}$ | $\begin{aligned} & 0.195 * * \\ & (0.087) \end{aligned}$ | $\begin{aligned} & 0.239 * * * \\ & (0.092) \end{aligned}$ | $\begin{aligned} & 0.295^{* * *} \\ & (0.108) \end{aligned}$ | $\begin{aligned} & -0.049 \\ & (0.036) \end{aligned}$ | $\begin{aligned} & -0.061 \\ & (0.042) \end{aligned}$ |
| Quartile 2 | $\begin{aligned} & 0.190^{* * *} \\ & (0.072) \end{aligned}$ | $\begin{aligned} & 0.225 * * * \\ & (0.079) \end{aligned}$ | $\begin{aligned} & 0.203^{* *} \\ & (0.099) \end{aligned}$ | $\begin{aligned} & 0.243^{* *} \\ & (0.112) \end{aligned}$ | $\begin{aligned} & -0.045 \\ & (0.029) \end{aligned}$ | $\begin{aligned} & -0.054^{*} \\ & (0.033) \end{aligned}$ |
| Quartile 3 | $\begin{aligned} & 0.182 * * \\ & (0.080) \end{aligned}$ | $\begin{aligned} & 0.212 * * \\ & (0.087) \end{aligned}$ | $\begin{aligned} & 0.159 \\ & (0.111) \end{aligned}$ | $\begin{aligned} & 0.179 \\ & (0.117) \end{aligned}$ | $\begin{aligned} & -0.008 \\ & (0.025) \end{aligned}$ | $\begin{aligned} & -0.009 \\ & (0.027) \end{aligned}$ |
| Top Quartile (Q4) | $\begin{aligned} & 0.188 * * * \\ & (0.056) \end{aligned}$ | $\begin{aligned} & 0.244 * * * \\ & (0.069) \end{aligned}$ | $\begin{aligned} & 0.127 \\ & (0.088) \end{aligned}$ | $\begin{aligned} & 0.161 \\ & (0.105) \end{aligned}$ | $\begin{aligned} & -0.037 * \\ & (0.021) \end{aligned}$ | $\begin{aligned} & -0.046^{*} \\ & (0.025) \end{aligned}$ |
| T-test (Q 1/2) | 0.772 | 0.795 | 0.789 | 0.738 | 0.934 | 0.904 |
| T-test (Q 1/3) | 0.841 | 0.889 | 0.579 | 0.465 | 0.355 | 0.305 |
| T-test (Q 1/4) | 0.765 | 0.658 | 0.382 | 0.374 | 0.764 | 0.770 |
| Joint F-test (Q 1,2,3,4) | 0.991 | 0.975 | 0.837 | 0.810 | 0.716 | 0.619 |

Notes. Quartiles 1-4 mentioned under Baseline Math GPA are quartiles created using students' baseline end-of-year (EOY) math GPA. Quartiles 1-4 mentioned under EOY Math Test Scores are quartiles created using students' baseline EOY standardized math test scores. The value displayed for T-test and F-tests are p-values. T-test (Q1/2), T-test (Q1/3), and T-test (Q1/4) signify T-tests between Bottom Quartile (1) and 2, Bottom Quartile (1) and 3, and Bottom Quartile (1) and 4, respectively. *** $\mathrm{p}<0.01, * * \mathrm{p}<0.05, * \mathrm{p}<0.1$

Table 10: ALEKS Usage, Cohort 1

|  | N | Observed in ALEKS data (\%) | ALEKS Usage | Mean | Median | $\begin{aligned} & \text { 25th } \\ & \text { \%tile } \end{aligned}$ | 75th \%tile |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Treatment Group |  |  |  |  |  |  |  |
| Participants | 815 | 97.06 | Time Spent (hrs) | 29.28 | 32.87 | 18.72 | 40.10 |
|  |  |  | \# Topics Attempted | 129.04 | 111.00 | 55.00 | 189.00 |
|  |  |  | \# Topics Learned | 96.60 | 80.00 | 36.00 | 138.00 |
|  |  |  | Time Spent per Week (hrs) | 0.84 | 0.94 | 0.53 | 1.15 |
| Non-Participants | 213 | 0.94 | Time Spent (hrs) | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  |  | \# Topics Attempted | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  |  | \# Topics Learned | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  |  | Time Spent per Week (hrs) | 0.00 | 0.00 | 0.00 | 0.00 |
| Control Group |  |  |  |  |  |  |  |
| Participants | 1 | 100.00 | Time Spent (hrs) | 1.43 | 1.43 | 1.43 | 1.43 |
|  |  |  | \# Topics Attempted | 7.00 | 7.00 | 7.00 | 7.00 |
|  |  |  | \# Topics Learned | 7.00 | 7.00 | 7.00 | 7.00 |
|  |  |  | Time Spent per Week (hrs) | 0.04 | 0.04 | 0.04 | 0.04 |
| Non-Participants | 976 | 0.00 | Time Spent (hrs) | . | . | . |  |
|  |  |  | \# Topics Attempted |  |  |  |  |
|  |  |  | \# Topics Learned |  |  |  |  |
|  |  |  | Time Spent per Week (hrs) | . | . |  |  |

Notes. N signifies the number of students assigned to treatment (or control) and who took up (or didn't take up) treatment. \% Observed in ALEKS represents the percentage of students who had an account on ALEKS. This variable is comprised of students who spent non-zero time on ALEKS as well as students who spent zero time on the platform. We measure ALEKS usage in terms of time spent on ALEKS in hours, total topics learned on ALEKS, and total topics attempted on ALEKS. ALEKS defines "topics attempted" as the number of topics that a student has attempted to learn, but not yet successfully completed. Moreover, ALEKS defines a "topics learned" as when a student achieves a total of 5 points per topic, where a student receives one point for each correct answer, and one point subtracted for each incorrect answer. We calculate number of weeks after excluding holidays and weekends between the start and end date of tutoring. Cohort 1 received 35 weeks of tutoring on average.

Table 11: Baseline Characteristics that Predict ALEKS Usage, Cohort 1 (AY2018-2019)

|  | Total Time (hrs) | Total Topics Attempted | Total Topics Learned |
| :---: | :---: | :---: | :---: |
| Age | -0.743 | -5.291 | -4.995 |
|  | (0.863) | (4.686) | (3.547) |
| Diverse Learner | -1.617 | -8.573 | -9.053* |
|  | (1.428) | (7.562) | (5.476) |
| Free/Reduced Price Lunch | 1.445 | 9.853 | 9.749 |
|  | (1.660) | (9.318) | (6.944) |
| English Learner | -0.982 | -0.017 | 1.437 |
|  | (1.898) | (11.164) | (8.782) |
| Black | 1.808 | 7.109 | 3.174 |
|  | (1.705) | (9.391) | (7.269) |
| Latinx | 1.068 | 3.108 | 0.189 |
|  | (1.570) | (9.259) | (7.373) |
| Number of Absences | -0.274*** | -1.046*** | -0.758*** |
|  | (0.044) | (0.239) | (0.183) |
| Number of Days Suspended (Out of School) | -0.002 | -0.017 | 0.072 |
|  | (0.099) | (0.395) | (0.284) |
| Number of Disciplinary Incidents | -1.781*** | $-7.820 * * *$ | -5.952*** |
|  | (0.381) | (1.778) | (1.319) |
| Math GPA | 1.861** | 11.817** | 10.316*** |
|  | (0.849) | (4.788) | (3.720) |
| Non-Math GPA | 0.947 | 6.940 | 4.583 |
|  | (1.000) | (5.728) | (4.446) |
| Standardized Math Test Score | -1.264 | -2.212 | 2.317 |
|  | (0.775) | (4.096) | (3.225) |
| Standardized Reading Test Score | 1.623** | 7.073* | 6.257* |
|  | (0.699) | (4.188) | (3.281) |
| Proportion of Fs in Math Courses | 9.147 | 55.675 | 49.396 |
|  | (17.553) | (101.295) | (75.620) |
| Proportion of Fs in Non-Math Courses | 4.996 | 77.589 | 95.917 |
|  | (59.369) | (339.829) | (251.004) |
| Proportion of Fs | -14.335 | -128.269 | -133.873 |
|  | (76.456) | (438.725) | (324.768) |
| N | 1,028 | 1,028 | 1,028 |

Notes. Baseline Characteristics of Treatment Students that Predict Higher ALEKS Usage. We regress different measures of ALEKS usage on baseline covariates, their corresponding missingness indicators, and randomization blocks. We measure ALEKS usage in terms of time spent on ALEKS in hours, total topics learned on ALEKS, and total topics attempted on ALEKS. ALEKS considers a topic learned when a student earns 5 points per topic, where a student receives one point for each correct answer, and one point is subtracted for each incorrect answer. ${ }^{* * *} \mathrm{p}<0.01,{ }^{* *} \mathrm{p}<0.05$, ${ }^{*} \mathrm{p}<0.1$

| Dependent Variable: Math Test Score |  |  |  |
| :---: | :---: | :---: | :---: |
|  | OLS | 2SLS | 2SLS |
| Total Time spent on ALEKS (hr.) | $\begin{array}{r} \hline 0.010 * * * \\ (0.0014) \end{array}$ | $\begin{array}{r} \hline 0.007 * * * \\ (0.0013) \end{array}$ | $\begin{array}{r} 0.007 * * * \\ (0.0018) \end{array}$ |
| Total Topics Attempted | $\begin{gathered} 0.002 * * * \\ (0.0003) \end{gathered}$ | $\begin{gathered} 0.002^{* * *} \\ (0.0003) \end{gathered}$ | $\begin{array}{r} 0.001 * * * \\ (0.0004) \end{array}$ |
| Total Topics Learned | $\begin{gathered} 0.003 * * * \\ (0.0003) \end{gathered}$ | $\begin{array}{r} 0.002 * * * \\ (0.0004) \end{array}$ | $\begin{gathered} 0.002 * * * \\ (0.0005) \end{gathered}$ |
| N | 1679 | 1679 | 1679 |
| Control for Baseline Covariates | No | No | Yes |
| Dependent Variable: Math GPA |  |  |  |
|  | OLS | 2SLS | 2SLS |
| Total Time spent on ALEKS (hr.) | $\begin{array}{r} \hline 0.017 * * * \\ (0.0017) \end{array}$ | $\begin{array}{r} \hline 0.007 * * * \\ (0.0018) \end{array}$ | $\begin{array}{r} \hline 0.008 * * * \\ (0.0024) \end{array}$ |
| Total Topics Attempted | $\begin{array}{r} 0.004 * * * \\ (0.0003) \end{array}$ | $\begin{array}{r} 0.002 * * * \\ (0.0004) \end{array}$ | $\begin{array}{r} 0.002 * * * \\ (0.0005) \end{array}$ |
| Total Topics Learned | $\begin{array}{r} 0.005 * * * \\ (0.0004) \end{array}$ | $\begin{gathered} 0.003 * * * \\ (0.0005) \end{gathered}$ | $\begin{gathered} 0.002 * * * \\ (0.0007) \end{gathered}$ |
| N | 1846 | 1846 | 1846 |
| Control for Baseline Covariates | No | No | Yes |

Notes. Estimating the relationship between ALEKS usage and end-of-year (EOY) Math outcomes using the Ordinary Least Squares (OLS) and Two Stage Least Squares (2SLS) model. In the OLS regression, we estimate the correlation between EOY math outcomes and ALEKS usage without controlling for randomization blocks and baseline covariates. We perform two 2SLS regressions, one with controlling for baseline controls and one without. We use the interaction between treatment status and randomization block indicators as instrument for the interaction between ALEKS usage and treatment status. We measure ALEKS usage in terms of Time spent on ALEKS in hours, number of topics attempted, and number of topics learned on ALEKS. ALEKS defines "topics attempted" as the number of topics that a student has attempted to learn. ALEKS considers a topic learned when a student earns 5 points per topic, where a student receives one point for each correct answer, and one point subtracted for each incorrect answer. For students who didn't use ALEKS, we impute value 0 in total time spent and total topics learned on ALEKS. We control for the following baseline covariates: age, race/ethnicity, English language learner status, diverse learner status, socioeconomic status, math GPA, non-math GPA, proportion of courses failed, proportion of math courses failed, proportion of non-math courses failed, standardized math and reading test scores, number of days absent from school, number of in-school disciplinary incidents, number of days of out-of-school suspensions, and a set of indicator variables for missing baseline data. GPA is on a 0.00-4.00 point scale using only core classes (Math, Science, Social Studies and English). To construct standardized test scores, we gather individual test scores for the reading and math sections from the Spring test date each year and generate a z-score using the control mean and standard deviation of the scores. Number of days absent include excused and unexcused absences. We measure out-of-school suspensions as the total number of days a student is suspended during the school year. Missing baseline data has been imputed using mean values of the control group. *** $\mathrm{p}<0.01$, ** p<0.05, * p <0.1

Table 13: Average Total and Variable Costs of Program

| Input | Year One | Year Two | Total |
| :--- | :---: | :---: | :---: |
| A. Program Size |  |  |  |
| Student Capacity | 1028 | 1032 | 2060 |
| Participants | 815 | 771 | 1586 |
| Tutors | 35 | 37 | 72 |
| Student/Tutor | 23.29 | 20.84 | 22.03 |
| Schools | 6 | 7 | 13 |
| B. Costs |  |  |  |
| Total Cost | $\$ 2,107,000$ | $\$ 2,107,000$ | $\$ 4,214,000$ |
| Total Variable Cost | $\$ 1,947,000$ | $\$ 1,947,000$ | $\$ 3,894,000$ |
| C. Average Total Cost | $\$ 2,049.61$ | $\$ 2,041.67$ | $\$ 2,045.63$ |
| Per Treatment Slot | $\$ 2,585$ | $\$ 2,732.81$ | $\$ 2,657.00$ |
| Per Participant |  |  |  |
| D. Average Variable Cost | $\$ 1,893.97$ | $\$ 1,886.63$ | $\$ 1,890.29$ |
| Per Treatment Slot | $\$ 2,388.96$ | $\$ 2,525.29$ | $\$ 2,455.23$ |
| Per Participant |  |  |  |

Notes. This table shows how we calculate average program costs. Panel A summarizes program size in each year. Panel B refers to cost implied in A18. Panel C and D use information from Panel A and B to calculate average total and variable cost per treatment slot and per participant.

Figure 1: Can Technology be Productively Incorporated into Tutoring?


Notes. $Y$ denotes student learning, $Q$ is time spent on CAL, $Q_{0}$ and $Y_{0}$ are baseline levels of CAL usage in schools and baseline level of students learning, respectively, $T$ is incremental addition of CAL usage in schools, and $P$ is change in students learning due to increase in CAL usage

Figure 2: Total Time Spent on ALEKS, by Cohort 1, in AY2018-2019


Figure 3: Total Topics Attempted on ALEKS, by Cohort 1, in AY2018-2019


Chicago ( $\mathrm{N}=252$ ), and NYC ( $\mathrm{N}=541$ )
Topics Attempted - Number of topics that a student has attempted to learn, but not yet successfully completed.

Figure 4: Total Topics Learned on ALEKS, by Cohort 1, in AY2018-2019


Chicago ( $\mathrm{N}=252$ ), and NYC $(\mathrm{N}=541)$
Topics Learned-ALEKS considers a topic learned when a student achieves a total of 5 points per topic.


[^0]:    ${ }^{1}$ For example, in the National Teacher and Principal Survey (NTPS) for 2020-21, 58\% of new elementary school teachers and $34 \%$ of new secondary school teachers say they felt not at all prepared to deal with classroom management; $55 \%$ of new elementary school teachers and $35 \%$ of new secondary school say they felt not at all prepared to differentiate instruction (from tabulations of NTPS data).
    ${ }^{2}$ For example, Congress allocated $\$ 189.5$ billion to school districts as a part of the Elementary and Secondary School Emergency Relief Fund (ESSER). Even if every dollar were spent on evidence-based high-dosage tutoring, districts would only be able to serve a fraction of students who might benefit. In 2021 the Chicago Public Schools announced $\$ 50$ million to hire over 500 tutors to implement an in-school tutoring

[^1]:    ${ }^{4}$ Similar to what we find here for the Saga Technology model, Guryan et al. (2023) did not find any significant effects of the traditional Saga tutoring model on behavioral outcomes such as attendance and school suspensions. However, they did find significant spillovers on some outcomes in non-math subjects other than reading which we do not find in this study.

[^2]:    ${ }^{5}$ We do not see significant post-intervention year effects for cohort 2 , which received treatment in AY2019-20. This is perhaps not surprising since cohort 2 received roughly half a year of tutoring before schools were closed due to the COVID-19 pandemic.

[^3]:    ${ }^{6}$ Our research team has a separate project underway that is working to collect far larger samples to allow us to use new methods from machine learning to estimate heterogeneous treatment effects that essentially empirically recover separate CAL time / student learning schedules for different student 'types.' https: //educationlab.uchicago.edu/projects/personalized-learning-initiative/

[^4]:    ${ }^{7}$ For more details, please see Guryan et al. (2023).

[^5]:    ${ }^{8}$ Currently, Saga Education receives subsidies for some of the tutoring positions from AmeriCorps. During the study years, Saga Education had AmeriCorps members starting in the fall of 2019 (cohort 2).

[^6]:    ${ }^{9}$ As described in the pre-analysis plan, NYC DOE allowed principals discretion in whether they followed the provided lists for program assignments. In this study, school leadership largely chose to follow the suggested assignments.

[^7]:    ${ }^{10}$ We use the tests given at the end of the school year in AY2017-2018 and AY2018-2019.

[^8]:    ${ }^{11}$ For further information on the criteria specific to each school, please refer to the pre-analysis plan: https://osf.io/uw8eh/.
    ${ }^{12}$ Students with the following disabilities were also omitted from the study and receipt of Saga Tech tutoring services at the request of the school and program provider: autism, "educable mentally handicapped," traumatic brain injury, speech/language disorders, and emotional/behavioral disorders.
    ${ }^{13}$ We further stratify by academy (business, law, arts, etc.) for the school with multiple academies and by class period for the school with multiple class periods.

[^9]:    ${ }^{14}$ One study school used a randomization procedure which entailed pairing each Saga period with an elective class that was scheduled during the same period (e.g. art, music, Spanish, or double-dose algebra). School schedulers over-enrolled each elective class period and provided the research team with a list of students for each paired elective period. The research team then used this list to randomly assign students

[^10]:    ${ }^{15}$ The baseline controls include age, race/ethnicity, English language learner status, diverse learner status, free or reduced-price lunch status, math GPA, non-math GPA, proportion of courses failed, proportion of math courses failed, proportion of non-math courses failed, standardized math and reading test scores, days absent from school, number of in-school disciplinary incidents, days of out of school suspensions, and a set of indicator variables for missing baseline data. If a student has any missing baseline value, we impute it using mean values in the control group.

[^11]:    ${ }^{16}$ Alternatively, Bloom et al. (2008) suggests that students on average learn approximately 0.25 SD per year between grades 9 and 10 for math test scores. Under this more conservative approach, our effect sizes suggest learning gains of an additional three quarters of a year.

[^12]:    ${ }^{17}$ According to the College Board, a GPA of 1.7 is equivalent to a C-, while a 2.0 GPA is a C, and 2.3 GPA is a C+. "How to Convert Your GPA to a 4.0 Scale." (https://bigfuture.collegeboard.org/plan-for-college/college-basics/how-to-convertgpa-4.0-scale).

[^13]:    ${ }^{18}$ Secondary outcome variables as defined in the pre-analysis plan include outcomes other than standardized math test scores such as math GPA, non-math GPA, math course failures and non-math course failures.

[^14]:    ${ }^{19}$ It is challenging to interpret longer-term treatment effects for cohort 2 because cohort 2 received tutoring for only part of the year due to the pandemic. For reference, we estimate TOT effects on midyear math GPA, approximately one year after the tutoring program ended for cohort 2 , of 0.07 points on math GPA, but this estimate is not statisically sigificant. The point estiamte would indicate a preservation of $34 \%$ of the EOY TOT effects of 0.204 points, a more significant fade out than we observe for cohort 1 .

[^15]:    ${ }^{20}$ For instance, the ITT estimate is 0.05 points for math GPA as reported in Table 7 under Model 1 and ranges between 0.035-0.042 for alternative specification.

[^16]:    ${ }^{21}$ To test if the difference between quartiles is statistically significant, we perform a series of pair-wise t -tests and a joint F-test. These results are reported in Table 9 .

[^17]:    ${ }^{22}$ We also have ALEKS data for cohort 2 (AY2019-2020). We focus here on describing ALEKS usage in cohort 1 because that is the cohort where we can relate ALEKS usage to end of year standardized test scores. We provide an overview of ALEKS data in the appendix (see Table A17 and Figures A.1-A. 3 We have slightly lower coverage in cohort 2 ( 90 percent compared with 97 percent of treatment takers in cohort 1) and the average number of hours is also slightly lower ( 21 hours compared to 29 hours). After March 2020, 26 percent of students used ALEKS remotely during COVID-related school closures.
    ${ }^{23}$ Since students should have spent every other day on ALEKS, they were expected to spend 2.5 days, on average, every week, with every session lasting for approximately 30 minutes. While a Math Lab tutoring session is approximately 50 minutes in total, students spend the first part of each session working on a "Do Now" problem, transition to working either on ALEKS or in-person with their tutor, and end with a "Ticket to Leave" problem.

[^18]:    ${ }^{24}$ ALEKS defines "topics attempted" as the number of topics that a student has attempted to learn but not yet successfully completed. ALEKS defines a "topic learned" as a student achieving a total of 5 points on questions answered on the topic.

[^19]:    ${ }^{25}$ We explored the possibility of a three-arm study where students would be randomly assigned to Saga's traditional model, Saga's technology model, or to a control group. Unfortunately, a combination of factors made implementing a three-arm study impossible. In the absence of the three-arm study, as a next-best analysis, we present comparisons of cost-benefit ratios of the Saga technology model with existing studies.

[^20]:    ${ }^{26}$ We estimate benefits for cohort 1 only since we have don't have data on standardized test scores for cohort 2 due to impact of COVID-19 in AY2019-20.

[^21]:    ${ }^{27}$ The average total cost is around $\$ 2,050$ and $\$ 2,590$ per ITT and TOT estimates respectively. Similarly, as shown in Table A18, the average variable cost is $\$ 1,890$ and $\$ 2,390$ under ITT and TOT estimates.
    ${ }^{28}$ More specifically, the take-up rate for the assignment to treatment is around $79 \%$, whereas it is around $82 \%$ for the sample of students for whom we have standardized test scores, which leads to the small difference in the benefit-cost ratios under the two approaches.

[^22]:    ${ }^{29}$ Using a 5\% discount rate would lead to a benefit-cost ratio for the Tennessee Star class size reduction below 2 .
    ${ }^{30}$ Success for All, however, also led to improvements in reading scores (a 0.09 SD improvement per $\$ 1,000$ ) whereas we do not find significant impacts of math tutoring on reading test scores in this context.

[^23]:    ${ }^{31}$ Offering higher wages would attract more tutors but would increase the per-pupil cost and therefore would reduce the number of children who could be served within a fixed budget (Guryan et al., 2023).

[^24]:    ${ }^{32}$ Our best estimate for the per-pupil cost of the Saga Technology model during the study years is around $\$ 2,250$ with a defensible range of $\$ 1,900$ to $\$ 2,600$ which highlights the cost savings relative to Saga's 2-to-1 in-person tutoring model which had costs in the range of $\$ 3,200$ to $\$ 4,800$ (Guryan et al., 2023). Since this evaluation, Saga's per-pupil costs have continued to decline and current estimates indicate a per-pupil cost of around $\$ 1,800-\$ 2,200$ for the model evaluated in this study which would in turn allow the program to be delivered to even more students.

